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Monitoring the Sun Java 
Web Server 
Sun Java System Web Server 7.0 is a multi-process, multi-threaded, secure web server built on 

industry standards for medium to large enterprises. 

The web server incorporates a modular architecture that integrates seamlessly with all products in the 

Sun Java System family of servers. In addition, Web Server supports a variety of APIs and 

programming technologies that enable you to do the following: 

 Generate dynamic content in response to client requests 

 Modify and extend the behavior of the server 

 Modify the content that is stored in the server 

It is this flexibility that makes the Sun Java web server one of the most popular web servers when it 

comes to supporting dynamic, mission-critical web site services. Since any issue in the functioning of 

this web server can cause prolonged service slowdowns or can even deny users access to the service, 

it is imperative that the wheels of this server roll 24 x 7 so as to ensure high service uptime and to 

maximize the user satistaction with the quality of the service. The need of the hour is hence a 

monitoring solution that can monitor the web server continuously, detect performance issues before it 

affects service quality, and alert administrators to these issues, so that the problem can be resolved 

much before users notice them.   

eG Enterprise provides a 100%, web-based Sun Java Web Server monitoring model that scans the 

web server bottom-up – from the operating system to the virtual servers to the server instances to 

the web applications deployed on the server -  so that potential server overloads/slowdowns, errors 

encountered in real-time by the server, etc., can be quickly captured and proactively reported to 

administrators.  

 

Each layer of Figure 1.1 is mapped to tests that report a wide variety of metrics related to the web 

server. These metrics provide accurate answers to the following performance queries: 

 

Chapter 

8 
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Figure 1.1: The layer model of the Sun Java Web Server 

To enable the eG agent to extract these useful metrics from the web server, the pre-requisites 

documented in Section 1.1 below should be fulfilled. 

 

1.1 Pre-requisites for Monitoring the Sun Java Web Server 

eG Enterprise provides agent-based monitoring support for Sun Java Web Server 7 on Windows and 

Solaris platforms. To enable the eG agent to collect statistics of interest from the Sun Java web 

server, you need to ensure the following:  

 The eG agent connects to the administration server to which the target Sun Java web server is 

registered to extract the required metrics. To enable the eG agent to communicate with this 

administration server, you first need to create a password file containing the administrator 

password for accessing the server, in the bin directory within the install directory of the Sun 

Java web server. Then, you need to configure the eG tests with the name of that file;  

 If this administration server is SSL-enabled, then you need to trust the SSL certificate of the 

server to enable the eG agent to communicate with that server; 

 While monitoring the Sun Java Web server on Windows, make sure that the eGurkhaAgent 

service on the server runs using the privileges of the user who trusted the SSL certificate of 

the administration server; 

 Configure the Sun Java web server to allow metrics collection.   

 

The steps to fulfill each of these pre-requisites have beend detailed in the sections that will follow. 

 

1.1.1 Creating a Password File 

This section explains how to create a password file on a web server operating on a Windows and a 

Solaris platform.    
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1.1.1.1 Creating a Password File on Windows  

A password file named admin.passwd has to be created in the bin directory of the Sun Java Web 

Server’s install directory. Specify the following in that file: 

wadm_password=<Password_of_admin_server’s_administrator> 

Figure 1.2 depicts how this is done: 

 

 

Figure 1.2: The password file containing the administrator’s password 

  

1.1.1.2 Creating a Password File on Solaris 

Issue the following commands from the bin directory of the Sun Java web server’s install directory to 

create the password file named admin.passwd with the admin server’s administrator password:  

vi admin.passwd 

“admin.passwd” [New file] 

wadm_password=adm1n 

1.1.2 Trusting the SSL Certificate of the Administration Server 

Follow the instructions provided in this section to trust the SSL Certificate of the administration server 

to which the target Sun Java web server is registered.  

1.1.2.1 Trusting the SSL Certificate of the Administration Server of a 
Sun Java Web Server on Windows 

To achieve the above, follow the steps discussed hereunder: 

1. Make sure that the administration server to which the target Sun Java web server is registered is 

running. 

2. Then, login to the target Sun Java web server and go to its command prompt.  

3. At the prompt, issue the following command: 

wadm list-virtual-servers --user=<userName> --password-file=admin.passwd --host=<serverHostName> --

port=<serverAdminPort> --config=<configName> 

 

Here,  

userName is the name of the administrator to the administration server 

serverHostName is the IP address of the administration server 

serverAdminPort is the port of the administration server; the default is 8989 



M o n i t o r i n g  t h e  S u n  J a v a  W e b  S e r v e r  

 

4 

configName is the name of any configuration in the administration server 

 

4. Executing the aforesaid command displays the SSL certificate of the administration server; at the 

end of the display, you will be prompted to trust the certificate (see Figure 8.2). 

 

Figure 1 3: Trusting the SSL certificate of the administration server of a Sun Java web server on Windows 

5. Type y at the prompt to trust the certificate.   

 

1.1.2.2 Trusting the SSL Certificate of the Administration Server of a 
Sun Java Web Server on Solaris 

In this case, follow the steps given below: 

1. Login to the Sun Java web server as the eG install user.  

2. Ensure that the administration server to which the target Sun Java web server is registered is 

running. 

3. Then, at the prompt, switch to the bin directory of the Sun Java web server’s install directory, and 

then issue the following command: 
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./wadm list-virtual-servers --user=<userName> --password-file=admin.passwd --host=<serverHostName> --

port=<serverAdminPort> --config=<configName>  

 

Here,  

userName is the name of the administrator to the administration server 

serverHostName is the IP address of the administration server 

serverAdminPort is the port of the administration server; the default is 8989 

configName is the name of any configuration in the administration server 

 

4. Executing the aforesaid command displays the SSL certificate of the administration server; at the 

end of the display, you will be prompted to trust the certificate (see Figure 8.2). 

 

Figure 1.4: Trusting the SSL certificate of the administration server of a Sun Java web server on Solaris 

 

5. Type y at the prompt to trust the certificate.   
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1.1.3 Changing the LogOn Privileges of the eGurkhaAgent Service of the eG 
Agent that Monitors the Sun Java Web Server on Windows 

After trusting the SSL Certificate of the administration server to which a Sun Java web server on 

Windows is registered, you need to configure the eGurkhaAgent service of the eG agent on that web 

server to run using the privileges of the user who trusted the certificate. For this purpose, do the 

following: 

1. Login to the target Sun Java web server.  

2. Open the Component Services window to view the eGurkhaAgent service. Right-click on the service, 

and pick Properties from the shortcut menu that appears. 

 

Figure 1.5: Selecting the Properties option of the eGurkhaAgent service 

 

3. Select the LogOn tab from the Properties dialog box that appears (see Figure 1.6). Then, choose the 

This account option from the Log on as section of Figure 1.7, and provide the 

Domainname\Username of the user using whose privileges the eGurkhaAgent service should run. 

Provide the Password of the domain administrator, and confirm the password by retyping it in the 

Confirm Password text box. 
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Figure 1.6: Specifying the credentials of the user using whose privileges the eGurkhaAgent service should run  

4. Finally, click the Apply button in Figure 1.6, and then the OK button to register the changes. 

 

1.1.4 Enabling Metrics Collection on the Sun Java Web Server 

To achieve this, follow the steps given below: 

1. Login to the administration console by first accessing the URL: http://<IP/hostname of the administration 

server>:<port of administration server>, and providing a valid user ID and password (see Figure 1.7). 
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Figure 1.7: Logging into the administration server 

 

2. Figure 1.8 then appears. Click on the Configurations tab page in Figure 1.8. Figure 1.9 then appears 

displaying all the server configurations on the administration server. A Configuration in Web 

Server is an entire server configuration. It can have many virtual servers and many HTTP 

listeners: a declaration of which IP addresses and ports to use. In Figure 1.9, click on the 

configuration which the web server instance you want to monitor uses.  
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Figure 1.8: The administration server console 

 

Figure 1.9: The Configurations tab displaying all the configurations on the administration server 

3. Doing so brings up Figure 8. that displays the details of the configuration that is clicked on. 
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Figure 1.10: The details of the configuration that corresponds to the web server instance to be monitored 

4. Click on the General tab page in Figure 1.10. Figure 1.11 will then appear. Click on the Monitor 

Settings tab page within the General tab page.  
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Figure 1.11: The General tab page 

 

5. This will invoke Figure 1.12. Select the Enabled check box against Statistics collection to enable 

metrics collection. Similarly, enable profiling by clicking on the check box against Profiling. Then, 

click the Save button in Figure 1.12.  
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Figure 1.12: The Monitoring Settings tab page 

 

6. Once the settings are saved, a Deployment Pending alert appears as depicted by Figure 1.13. Click 

on the Deploy button therein to deploy the new configuration setting.  
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Figure 1.13: The Deployment Pending alert 

7. This will open Figure 1.14, which will prompt you to restart the web server instance that is 

affected by the configuration change. With the Now option selected click on the OK button to restart 

the web server instance immediately.  

 



M o n i t o r i n g  t h e  S u n  J a v a  W e b  S e r v e r  

 

14 

 

Figure 1.14: Restarting the web server instance 

 

 

8. Upon successful restart, Figure 1.15 will appear indicating the same. Click on the Close button to 

complete the operation.  
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Figure 1.15: Finishing the configuration change 

Once all the pre-requisites are fulfilled, the eG agent starts extracting critical performance metrics 

from the server and reports the same to the eG manager. The manager then presents these metrics 

to the users using the monitoring model indicated by Figure 1.1.  

The sections that will follow will discuss each layer of this model. 

 

1.2 The Sun Web Instance Layer 

Using the tests mapped to this layer, you can measure the following for the configuration on the single 

node on which the target web server instance is running:  

 The quality of the HTTP requests to and from the web server instance;  

 The session activity on the web applications deployed on the virtual servers for the 

configuration;  

 The responsiveness of and the traffic handled by the web server instance;  

 The memory usage and thread usage of the web server instance;  

 The current size and usage of the connection queues of the web server instance;  

 How effectively the DNS cache and file cache were utilized by the server instance; 

 The overall health of the JVM of the web server instance; 
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 The request processing ability of the web server instance measured on the basis of thread pool 

usage; 

  

 

Figure 1.16: The tests pertaining to the Sun Web Instance layer 

1.2.1 SWSConnQueue Test 

In Web Server, acceptor threads on a listen socket accept connections and put them into a connection 

queue. Request processing threads in a thread pool then pick up connections from the queue and 

service the requests. 

If the connection queue becomes full, the server will be forced to drop new connections, thus denying 

users access to the server. To avoid such an unpleasant outcome, it is imperative that the connection 

queues are monitored periodically.  

This test keeps track of the changes to the size of the connection queues, so that administrators are 

proactively alerted to any abnormal increase in the queue size or an unusual delay while connections 

are being picked up for processing.  

 

Purpose Keeps track of the changes to the size of the connection queues, so that 

administrators are proactively alerted to any abnormal increase in the queue size or 

an unusual delay while connections are being picked up for processing 

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 



M o n i t o r i n g  t h e  S u n  J a v a  W e b  S e r v e r  

 

17 

Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. To enable the test to locate the web 

server instance to be monitored, you need to mention the Configuration that 

applies to the instance. In the config text box therefore, specify the name of the 

Configuration which the target web server instance uses.  

9. node - Node is a network resource, such as a server or a host. Instance refers to 

the environment of a web server daemon on a given node, including its 

configuration, log files and other runtime artifacts such as lock databases, 

caches and temporary files. To enable the test to identify the exact web server 

instance to be monitored, you need to specify the name of the node on which 

the instance executes. The test will thus monitor only that web server instance 

that operates on the given node and which uses the specified config.  

10. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

11. webserverdir – Here, specify the Sun Java web server installation directory 

Outputs of the 

test 

One set of results for the Sun Java Web Server being monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

Present Conns 

Queued: 

Indicates the number of 

connections currently in 

the queue. 

Number   
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No. of connections 
queued: 

Indicates the total 

number of times a 

connection was queued 

during the last 

measurement period. 

Number This number includes newly-accepted 

connections and connections from the 

keep-alive system. 

 

 No. of connections 

overflowed: 

Indicates the number of 

connections that 

overflowed during the 

last measurement 

period. 

Number If the connection queue is full, then the 

acceptor threads will drop subsequent 

connections. The dropped connections 

represent the overflowed connections.  

Ideally, the value of this measure 

should be 0.   

 Maximum queue size: 

Indicates the maximum 

size of the connection 

queue. 

Number This number is: 

Maximum Queue Size = Thread Pool 

Queue Size +Maximum Threads+Keep-

Alive Queue Size 

 

If the value of this measure is close to 

the limit, you can increase the 

maximum connection queue size to 

avoid dropping connections under 

heavy load. 

 Ticks spent: 

Indicates the amount of 

time that connections 

spent in the connection 

queue during last 

measurement period. 

Secs  

 Average queuing 

delay: 

Indicates the average 

amount of time a 

connection spent in the 

connection queue 

during last 

measurement period. 

Secs This represents the delay between 

when a request connection is accepted 

by the server and when a request 

processing thread begins servicing the 

request. 

If the value of this measure is high, it 

could indicate a processing bottleneck 

on the server.  

 Peak queue size: 

Indicates the largest 

number of connections 

that have been in the 

queue simultaneously. 

Number  
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1.2.2 SWSDNSCache Test 

The DNS cache caches IP addresses and DNS names. The Web Server uses DNS caching for logging 

and for access control by IP address. 

Using the SWSDNSCache test, you can determine whether the DNS cache is enabled or not, and if so, 

how effectively the web server instance has been using it.  

Purpose Determine whether the DNS cache is enabled or not, and if so, how effectively the 

web server instance has been using it 

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 
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Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. To enable the test to locate the web 

server instance to be monitored, you need to mention the Configuration that 

applies to the instance. In the config text box therefore, specify the name of the 

Configuration which the target web server instance uses.  

9. node - Node is a network resource, such as a server or a host. Instance refers to 

the environment of a web server daemon on a given node, including its 

configuration, log files and other runtime artifacts such as lock databases, 

caches and temporary files. To enable the test to identify the exact web server 

instance to be monitored, you need to specify the name of the node on which 

the instance executes. The test will thus monitor only that web server instance 

that operates on the given node and which uses the specified config.  

10. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

11. webserverdir – Here, specify the Sun Java web server installation directory 

Outputs of the 

test 

One set of results for the Sun Java web server instance being monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

No of cache hits: 

Indicates the number of 

times the DNS cache 

was successfully looked 

up for an IP address. 

Number   
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No. of cache misses: 

Indicates the number of 

times an IP address  

was not found in the 

cache. 

Number This number includes newly-accepted 

connections and connections from the 

keep-alive system. 

 

 Hit ratio: 

Indicates the number of 

cache hits compared to 

the number of cache 

lookups. 

Percent Ideally, the value of this measure 

should be high. A low value is indicative 

of too many cache misses. This could 

be owing to a badly sized cache.  

Typically, the cache should be as large 

as the maximum number of clients that 

access your web site concurrently.  

Note that setting the cache size too 

high wastes memory and degrades 

performance. 

 Async lookup 

enabled: 

Indicates whether the 

server uses its own 

asynchronous DNS 

resolver instead of the 

operating system's 

synchronous resolver. 

Boolean  

 Lookups in progress: 

Indicates the current 

number of lookups in 

progress. 

Number  

 Async name lookups: 

Indicates the number of 

times during the last 

measurement period 

DNS names were 

looked up in the cache, 

so that the 

corresponding IP 

addresses could be 

resolved. 

Number   
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 Async address 

lookups: 

Indicates the number of 

times IP addresses 

were looked up in the 

cache, so that the 

corresponding DNS 

name could be 

identified. 

Number  

 DNS cache enabled: 

Indicates whether the 

cache is enabled or not. 

Boolean  

 

 

1.2.3 SWSFileCache Test 

The file cache caches static content so that the server handles requests for static content quickly. The 

file cache contains information about files and static file content. The file cache also caches 

information that is used to speed up processing of server-parsed HTML.  

By periodically monitoring the usage of the file cache, you will not only be introduced to ineffective 

cache usage patterns, but also irregularities in the cache size, both of which may contribute to a 

slowdown in server operations.  

Using the SWSFileCache test, you can monitor the usage of the file cache and detect sizing 

inadequacies.  

Purpose Monitors the usage of the file cache and reveals sizing inadequacies 

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 
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Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. To enable the test to locate the web 

server instance to be monitored, you need to mention the Configuration that 

applies to the instance. In the config text box therefore, specify the name of the 

Configuration which the target web server instance uses.  

9. node - Node is a network resource, such as a server or a host. Instance refers to 

the environment of a web server daemon on a given node, including its 

configuration, log files and other runtime artifacts such as lock databases, 

caches and temporary files. To enable the test to identify the exact web server 

instance to be monitored, you need to specify the name of the node on which 

the instance executes. The test will thus monitor only that web server instance 

that operates on the given node and which uses the specified config.  

10. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

11. webserverdir – Here, specify the Sun Java web server installation directory 

Outputs of the 

test 

One set of results for the Sun Java web server instance being monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

No of cache hits: 

Indicates the number of 

times during the last 

measurement period 

the file cache was 

looked.  

Number Ideally, this value should be high. 
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No. of cache misses: 

Indicates the number of 

times during the last 

measurement period 

the file cache could not 

service requests for file 

information or static 

content. 

Number Ideally, this value should be low. A high 

value indicates an ineffective cache – in 

other words, the cache may not have 

adequate entries to service requests. 

This could be owing to the small cache 

heap size. You may want to consider 

resizing the cache heap, so that the file 

cache is able to accommodate more 

entries, and thus service more number 

of requests.  

 No. of cache content 

hits: 

Indicates the number of 

times during the last 

measurement period 

the cache was looked 

up for static content. 

Number Ideally, this value should be high.  

 Cache content 

misses: 

Indicates the number of 

times during the last 

measurement period 

the file cache could not 

service requests for 

static content. 

Number Ideally, this value should be low. A high 

value indicates an ineffective cache – in 

other words, enough content may not 

have been cached by the server, thus 

causing many requests to go 

unserviced. This could be owing to the 

small cache heap size. You may want to 

consider resizing the cache heap, so 

that the file cache is able to 

accommodate more content, and thus 

service more number of requests. 

 No. of file info 

lookups: 

Indicates the number of 

times during the last 

measurement period 

the file cache was 

looked up for file 

information. 

Number Ideally, this value should be high.  

 No of FI lookup 

failures: 

Indicates the number of 

times during the last 

measurement period 

the file cache could not 

service requests for file 

information. 

Number Ideally, this value should be low. A high 

value indicates an ineffective cache – in 

other words, enough file information 

may not have been cached by the 

server, thus causing many requests for 

file info to go unserviced. This could be 

owing to the small cache heap size. You 

may want to consider resizing the cache 

heap, so that the file cache is able to 

accommodate more file information, 

and thus service more number of 

requests.  
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 No of entries: 

Indicates the current 

number of cache 

entries. 

Number  

 Maximum cache size: 

Indicates the maximum 

number of entries that 

can be available in the 

file cache. 

Number The optimal file cache size is dependent 

on whether you are running a 32-bit or 

a 64-bit server. The available address 

space for a 32–bit server is limited to 

4GB. The max-entries for file cache is 

based on the amount of Java heap, the 

number of threads (as specified by 

thread-pool/max-threads), and the 

connection queue size. It is 

recommended to cache small, 

frequently accessed static files in the 

file cache and use perfdump to ensure 

that the file cache hit ratio is close to 

100%. To achieve this, you may 

increase file cache size and fine tune 

the max-entries for optimal 

performance. In a 64-bit server, due to 

the increased availability of address 

space, you can cache more static 

content in the file cache. 

 No of open file 

entries: 

Indicates the current 

number of open file 

entries. 

Number For performance reasons, the web 

server caches the open file descriptors 

of large files, to avoid opening and 

closing such files frequently. The value 

of this measure represents the number 

of open file descriptors that are 

currently in the cache. 

T Max open files 

allowed: 

Indicates the maximum 

number of open files 

allowed. 

Number  

 Heap size: 

Indicates the current 

cache heap size. 

MB  

 Maximum heap cache 

size: 

Indicates the maximum 

cache heap size. 

MB The optimal cache heap size depends 

upon how much system memory is 

free. A larger heap size means that the 

Web Server can cache more content 

and therefore obtain a better hit ratio. 

However, the heap size should not be 

so large that the operating system 

starts paging cached files. 
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 Size of Mem mapped 

file: 

Indicates the current 

size of the memory 

mapped file content. 

KB For performance reasons, the web 

server caches the content of small files 

in memory. The value of this measure 

represents the number of small files 

that in cache. 

 Max mem mapped 

file size: 

Indicates the maximum 

size of the memory 

mapped file. 

KB  

 Maximum age of 

entries: 

Indicates the maximum 

age of a valid cache 

entry. 

Secs This measure controls how long cached 

information is used after a file has been 

cached. An entry older than the 

maximum age is replaced by a new 

entry for the same file. 

 File cache enabled: 

Indicates whether the 

file cache has been 

enabled or not. 

Boolean  

 

1.2.4 SWSInsHttp Test 

When you use virtual servers you can offer companies or individuals domain names, IP addresses, and 

some server monitoring capabilities with a single installed server.  

All virtual servers have an HTTP Listener specified. When a new request comes in, the web server 

determines which virtual server to send it to based on the configured HTTP Listener. 

This test monitors the HTTP requests to and responses from each virtual server configured on a web 

server instance, and thus reveals the quality of the HTTP service on the virtual servers.  

Purpose Monitors the HTTP requests to and responses from each virtual server configured on 

a web server instance, and thus reveals the quality of the HTTP service on the 

virtual servers 

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 
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Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. To enable the test to locate the web 

server instance to be monitored, you need to mention the Configuration that 

applies to the instance. In the config text box therefore, specify the name of the 

Configuration which the target web server instance uses.  

9. node - Node is a network resource, such as a server or a host. Instance refers to 

the environment of a web server daemon on a given node, including its 

configuration, log files and other runtime artifacts such as lock databases, 

caches and temporary files. To enable the test to identify the exact web server 

instance to be monitored, you need to specify the name of the node on which 

the instance executes. The test will thus monitor only that web server instance 

that operates on the given node and which uses the specified config.  

10. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

11. webserverdir – Here, specify the Sun Java web server installation directory 

Outputs of the 

test 

One set of results for the each virtual server configured on the Sun Java web server 

instance being monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

Requests: 

Indicates the rate of 

requests to this virtual 

server.  

Reqs/Sec  
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 No. of requests: 

Indicates the number of  

requests to this virtual 

server during the last 

measurement period. 

Number  

 No. of errors: 

Indicates the number of 

errors logged on this 

virtual server during the 

last measurement 

period. 

Number Ideally, this value should be 0. 

 No. of open 

connections: 

Indicates the number of 

connections currently 

open on this virtual 

server . 

Number  

 Data received: 

Indicates the rate of 

data received by this 

virtual server. 

KB/Sec  

 Data transmitted: 

Indicates the rate of 

data transmitted by this 

virtual server. 

KB/Sec  

 No of 200 responses: 

Indicates the number of 

HTTP responses  sent 

out by this virtual 

server during the last 

measurement period, 

with the 200 code. 

Number The 200 response is the standard 

response for successful HTTP requests.  

 Successful 

responses: 

Indicates the number of 

successful responses 

sent out by this virtual 

server during the last 

measurement period. 

Number The value of this measure typically 

represents the number of responses 

with the 2xx code. This class of status 

codes indicates the action requested by 

the client was received, understood, 

accepted and processed successfully. 
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 No of 302 responses: 

Indicates the number of 

responses sent out by 

this virtual server 

during the last 

measurement period, 

with the 302 code. 

Number The 302 response indicates that the 

requested resource has been found 

under a different URI but the client 

should continue to use the original URI. 

 No. of 304 responses: 

Indicates the number of 

responses sent out by 

this virtual server 

during the last 

measurement period, 

with the 304 code. 

Number The 304 response indicates that the 

resource has not been modified since 

the last request.  

 Redirection: 

Indicates the number of 

responses with the 3xx 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number This class of status code indicates that 

further action needs to be taken by the 

user agent in order to fulfill the request. 

The action required may be carried out 

by the user agent without interaction 

with the user if and only if the method 

used in the second request is GET or 

HEAD. A user agent should not 

automatically redirect a request more 

than five times, since such redirections 

usually indicate an infinite loop. 

 No of 400 responses: 

Indicates the number of 

responses with the 400 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number This type of response indicates that the 

request contains bad syntax or cannot 

be fulfilled. 

 No of 401 responses: 

Indicates the number of 

responses with the 401 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number This type of response indicates that the 

request needs user authentication. 

 No of 403 responses: 

Indicates the number of 

responses with the 403 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number This type of response indicates that the 

the request was a legal request, but the 

server is refusing to respond to it. 
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 No of 404 responses: 

Indicates the number of 

responses with the 404 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number This type of response indicates that the 

document/file requested by the client 

was not found. 

 Client errors 

responses: 

Indicates the number of 

responses with the 4xx 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number Normally, value of the measure should 

be 0. A nonzero value indicates there 

are some problems with the requested 

content. 

 No of 503 responses: 

Indicates the number of 

responses with the 503 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number The 503 code indicates that the request 

was unsuccessful due to the server 

being down or overloaded. 

 Server errors 

responses: 

Indicates the number of 

responses with the 5xx 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number Response status codes beginning with 

the digit "5" indicate cases in which the 

server is aware that it has encountered 

an error or is otherwise incapable of 

performing the request. 

Normally, the value of the measure 

should be 0. A nonzero value indicates 

there are some errors in the web 

server. 

 

1.2.5 SWSInstance Test 

Instance refers to the environment of a web server daemon on a given node, including its 

configuration, log files and other runtime artifacts such as lock databases, caches and temporary files. 

This test reports useful performance statistics related to a web server instance, which indicate the 

following: 

 How long has the instance been up and running? 

 How quickly does the instance respond to requests? Is there a processing bottheleck on the 

server instance? 

 Have any been errors been captured on the instance? 

 How is the data traffic to and from the instance? 
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Purpose Reports useful performance statistics related to a web server instance 

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 

Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. To enable the test to locate the web 

server instance to be monitored, you need to mention the Configuration that 

applies to the instance. In the config text box therefore, specify the name of the 

Configuration which the target web server instance uses.  

9. node - Node is a network resource, such as a server or a host. Instance refers to 

the environment of a web server daemon on a given node, including its 

configuration, log files and other runtime artifacts such as lock databases, 

caches and temporary files. To enable the test to identify the exact web server 

instance to be monitored, you need to specify the name of the node on which 

the instance executes. The test will thus monitor only that web server instance 

that operates on the given node and which uses the specified config.  

10. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

11. webserverdir – Here, specify the Sun Java web server installation directory 
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 12. DETAILED DIAGNOSIS  - To make diagnosis more efficient and accurate, the eG 

Enterprise suite embeds an optional detailed diagnostic capability. With this 

capability, the eG agents can be configured to run detailed, more elaborate tests 

as and when specific problems are detected. To enable the detailed diagnosis 

capability of this test for a particular server, choose the On option. To disable 

the capability, click on the Off option. The option to selectively enabled/disable 

the detailed diagnosis capability will be available only if the following conditions 

are fulfilled: 

o The eG manager license should allow the detailed diagnosis 

capability 

o Both the normal and abnormal frequencies configured for the 

detailed diagnosis measures should not be 0. 

 

Outputs of the 

test 

One set of results for the Sun Java web server instance being monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

Instance running 

time: 

Indicates the total time 

for which the instance 

has been up and 

running.  

Secs By observing the variations in this 

measure over time, you can determine 

whether there were frequent breaks in 

the availability of the instance.  

The detailed diagnosis of this measure 

(if enabled) displays starting time of 

the instance. 

 Requests: 

Indicates the rate of 

requests to all the 

virtual servers in the 

instance. 

Reqs/Sec  

 No. of errors: 

Indicates the number of 

errors logged on all the 

virtual servers in the 

instance during the last 

measurement period. 

Number Ideally, this value should be 0. 

 Maximum response 

time: 

Indicates the maximum 

response time of all 

virtual servers since the 

instance was up. 

Secs A low response time is typically desired. 

A high value of this measure could 

indicate a processing bottleneck on the 

web server instance or a network 

congestion.   
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 Avg res time in 

Last5min: 

Average response time 

of all virtual servers in 

the instance during last 

5 minutes. 

Secs  

 Data transmitted: 

Indicates the rate of 

data transmitted by this 

instance. 

KB/Sec  

 Data received: 

Indicates the rate of 

data received by this 

instance. 

KB/Sec  

 

1.2.6 SWSInsWebApp 

This test auto-discovers the web applications deployed on each virtual server configured on the web 

server instance being monitored, and monitors the uptime of and session activity on each web 

application.  

Purpose Auto-discovers the web applications deployed on each virtual server configured on 

the web server instance being monitored, and monitors the uptime of and session 

activity on each web application 

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 
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Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. To enable the test to locate the web 

server instance to be monitored, you need to mention the Configuration that 

applies to the instance. In the config text box therefore, specify the name of the 

Configuration which the target web server instance uses.  

9. node - Node is a network resource, such as a server or a host. Instance refers to 

the environment of a web server daemon on a given node, including its 

configuration, log files and other runtime artifacts such as lock databases, 

caches and temporary files. To enable the test to identify the exact web server 

instance to be monitored, you need to specify the name of the node on which 

the instance executes. The test will thus monitor only that web server instance 

that operates on the given node and which uses the specified config.  

10. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

11. webserverdir – Here, specify the Sun Java web server installation directory 

Outputs of the 

test 

One set of results for each virtualserver_webapplication pair auto-discovered on the 

web server instance being monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

No of JSPs loaded: 

Indicates the number of 

JSPs that were loaded 

on to this application 

during the last 

measurement period.  

Number  
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 No of JSPs reloaded: 

Indicates the number of 

JSPs reloaded during 

the last measurement 

period. 

Number  

 No. of sessions 

serviced: 

Indicates the number of 

sessions that were 

created on the web 

application during the 

last measurement 

period. 

Number This is a good indicator of the session 

load on the web application.  

 No of sessions active: 

Indicates the number of 

currently active 

sessions on this web 

application. 

Number  

 Peak sessions: 

Indicates the peak 

active sessions. 

Number  

 No of sessions 

rejected: 

Indicates the number of 

sessions rejected by 

this web application 

during the last 

measurement period. 

Number A very high value of this measure could 

indicate a problem; further 

investigation is recommended.  

 No of sessions 

expired: 

Indicates the number of 

sessions that expired 

during the last 

measurement period. 

Number  

 Average alive time: 

Indicates the average 

lifetime of all sessions 

that have expired. 

Secs  

 Peak alive time: 

Indicates the longest 

lifetime of all sessions 

which have expired. 

Secs  

 



M o n i t o r i n g  t h e  S u n  J a v a  W e b  S e r v e r  

 

36 

1.2.7 SWSJVM Test 

This test reports the overall health of the JVM of the web server instance being monitored by 

measuring the following: 

 How well the JVM manages the memory heap;  

 The level of activity on the JVM in terms of the number of threads that are currently in use;  

 

Purpose Reports the overall health of the JVM of the web server instance being monitored 

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 

Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. To enable the test to locate the web 

server instance to be monitored, you need to mention the Configuration that 

applies to the instance. In the config text box therefore, specify the name of the 

Configuration which the target web server instance uses.  

9. node - Node is a network resource, such as a server or a host. Instance refers to 

the environment of a web server daemon on a given node, including its 

configuration, log files and other runtime artifacts such as lock databases, 

caches and temporary files. To enable the test to identify the exact web server 

instance to be monitored, you need to specify the name of the node on which 

the instance executes. The test will thus monitor only that web server instance 

that operates on the given node and which uses the specified config.  

10. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

11. webserverdir – Here, specify the Sun Java web server installation directory 
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Outputs of the 

test 

One set of results for the web server instance being monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

Heap memory size: 

Indicates the current 

heap memory size.  

MB  

 Elapsed GC Time: 

Indicates the time 

taken for garbage 

collection. 

Secs If adequate memory is not allotted to 

the JVM, then the value of this measure 

would be very high. This is not a good 

sign, as GC, during its execution, has 

the tendency of suspending an 

application, and a high value of this 

measure would only adversely impact 

the server’s performance. To avoid this, 

it is recommended that you allot 

sufficient memory to the JVM. 

 No. of GC occurred: 

Indicates the number of 

garbage collections that 

occurred during the last 

measurement period. 

Number If adequate memory is not allotted to 

the JVM, then the value of this measure 

would be very high. A high value of this 

measure is indicative of a high 

frequency of GC. This is not a good 

sign, as GC, during its execution, has 

the tendency of suspending an 

application, and a high frequency of GC 

would only adversely impact the 

server's performance. To avoid this, it 

is recommended that you allot sufficient 

memory to the JVM.  

 Present classes 

loaded: 

Indicates the number of 

classes currently loaded 

in the JVM. 

Number  

 No of classes loaded: 

Indicates the number of 

classes that were 

loaded during the last 

measurement period. 

Number  
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 No of classes 

unloaded: 

Indicates the number of 

classes unloaded during 

the last measurement 

period. 

Number  

 No of live threads: 

Indicates the number of 

live daemon and non-

daemon threads. 

Number A large number of threads is indicative 

of high JVM activity.  

 No of started 

threads: 

Indicates the number of 

threads created and/or 

started during last 

measurement period. 

Number  

 Peak Live Thread 

Count: 

Indicates the peak live 

thread count since the 

JVM started or the peak 

was reset. 

Number  

 

1.2.8 SWSKeepAlive Test 

Http operates on what is called a request-response paradigm. This means that a client generates a 

request for information, and passes it to the server, which answers it. In the original implementation 

of HTTP, each request created a new socket connection to the server, sent the request, then read 

from that connection to get the response. 

While this approach was simple to understand and implement, it was also slow. So, keep-alive 

connections were invented for HTTP. Under HTTP 1.0, if the browser supports keep-alive, it adds an 

additional header to the request:  

Connection: Keep-Alive 

 

Then, when the server receives this request and generates a response, it also adds a header to the 

response: 

Connection: Keep-Alive 

 
Following this, the connection is NOT dropped, but is instead kept open. When the client sends 

another request, it uses the same connection. This will continue until either the client or the server 

decides that the conversation is over, and one of them drops the connection. 

Under HTTP 1.1, the official keepalive method is different. All connections are kept alive, unless stated 

otherwise with the following header: 

Connection: close 
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A web server can receive hundreds of new HTTP requests per second. If every request was allowed to 

keep the connection open indefinitely, the server could become overloaded with connections. Using 

the SWSKeepAlive test you can continuously monitor the inflow of keep-alive HTTP connections to the 

target web server instance, so that you can be proactively alerted to a potential connection overload, 

and avert it before any irreparable damage occurs.  

 

Purpose Continuously monitor the inflow of keep-alive HTTP connections to the target web 

server instance, so that you can be proactively alerted to a potential connection 

overload, and avert it before any irreparable damage occurs 

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 
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Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. To enable the test to locate the web 

server instance to be monitored, you need to mention the Configuration that 

applies to the instance. In the config text box therefore, specify the name of the 

Configuration which the target web server instance uses.  

9. node - Node is a network resource, such as a server or a host. Instance refers to 

the environment of a web server daemon on a given node, including its 

configuration, log files and other runtime artifacts such as lock databases, 

caches and temporary files. To enable the test to identify the exact web server 

instance to be monitored, you need to specify the name of the node on which 

the instance executes. The test will thus monitor only that web server instance 

that operates on the given node and which uses the specified config.  

10. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

11. webserverdir – Here, specify the Sun Java web server installation directory 

Outputs of the 

test 

One set of results for the web server instance being monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

Keep alive hits: 

Indicates the number of 

times a request was 

successfully received 

from a connection that 

was kept alive during 

the last measurement 

period.  

Number  



M o n i t o r i n g  t h e  S u n  J a v a  W e b  S e r v e r  

 

41 

 Number of 

connections added: 

Indicates the current 

number of connections 

in keep-alive mode. 

Number If the Number of connections added 

measure registers an abnormally high 

value, or is found to increase 

consistently, then, it is indicative of a 

probable connection overload. On UNIX 

and Linux systems, this could lead to a 

file table overflow very easily. 

To deal with this problem, the server 

maintains a counter for the maximum 

number of waiting keep-alive 

connections. The Maximum connection 

size measure reports the value of this 

counter only.  

A waiting keep-alive connection is one 

that has fully completed processing the 

previous request, and is now waiting for 

a new request to arrive on the same 

connection. If the server has more than 

the maximum waiting connections open 

when a new connection waits for a 

keep-alive request, the server closes 

the oldest connection. This algorithm 

keeps an upper bound on the number 

of open waiting keep-alive connections 

that the server can maintain. 

 Maximum connection 

size: 

Indicates the maximum 

number of connections 

allowed in keep-alive 

mode simultaneously. 

Number 

 No of connections 

flushed: 

Indicates the number of 

times during the last 

measurement period 

the server had to close 

a connection because 

the total number of 

connections added 

exceeded the keep-alive 

maximum connections 

setting. 

Number The server does not always close 

existing connections when the keep-

alive count exceeds the maximum 

connection size. Instead, new keep-

alive connections are refused and the 

number of connections refused count is 

incremented. 

 No of connections 

refused: 

Indicates the number of 

times the server could 

not complete the 

connection to a keep-

alive thread during the  

last measurement 

period. 

Number This could happen due to too many 

persistent connections (or when the 

total number of connections added 

exceeds the keep-alive maximum 

connections setting). 
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 Keep alive timeouts: 

Indicates the number of 

times during the last 

measurement period 

the server closed idle 

keep-alive connections 

because client 

connections timed out 

without any activity. 

Number  

 Connection timeout: 

Indicates the time 

before idle keep-alive 

connections are closed. 

Secs The default timeout period is 30 

seconds, meaning the connection times 

out if idle for more than 30 seconds. 

The maximum is 3600 seconds (60 

minutes). 

Since idle connections are a resource-

drain, you may want to fine-tune the 

timeout settings for your keep-alive 

connections to prevent the wastage of 

resources.  

 

  

1.2.9 SWSThreadPools Test 

For web server instances that are configured with the default settings, threads from the default thread 

pool process requests to the instance. In addition, custom thread pools can also be created and used 

to run custom NSAPI functions. By default, the web server creates one additional pool, named 

NativePool.  

This test auto-discovers the native and custom thread pools used by a web server instance, and 

reports how well each pool is used.  

 

Purpose Auto-discovers the native and custom thread pools used by a web server instance, 

and reports how well each pool is used 

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 
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Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. To enable the test to locate the web 

server instance to be monitored, you need to mention the Configuration that 

applies to the instance. In the config text box therefore, specify the name of the 

Configuration which the target web server instance uses.  

9. node - Node is a network resource, such as a server or a host. Instance refers to 

the environment of a web server daemon on a given node, including its 

configuration, log files and other runtime artifacts such as lock databases, 

caches and temporary files. To enable the test to identify the exact web server 

instance to be monitored, you need to specify the name of the node on which 

the instance executes. The test will thus monitor only that web server instance 

that operates on the given node and which uses the specified config.  

10. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

11. webserverdir – Here, specify the Sun Java web server installation directory 

Outputs of the 

test 

One set of results for each thread pool used by the web server instance being 

monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

No of idle threads: 

Indicates the number of 

threads in this pool that 

are currently idle.  

Number A high value for this measure indicates 

that there are adequate free threads in 

the pool for servicing additional 

requests to the web server instance.  

 No of threads: 

Indicates the number of 

threads in this pool. 

Number  
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 No of requests 

queued: 

Indicates the number of 

requests currently 

waiting for a native 

thread from this pool. 

Number An abnormally high value for this 

measure could indicate the absence of 

free threads in the pool to service 

requests.   

 Peak requests 

queued: 

Indicates the highest 

number of requests that 

were ever queued up 

simultaneously for the 

use of a native thread 

from this pool since the 

server was started. 

Number This value can be viewed as the 

maximum concurrency for requests 

requiring a native thread. 

 

1.2.10 SWSProcess Test 

This test reports useful statistics for the process of the web server instance. 

 

Purpose Reports useful statistics for the process of the web server instance./  

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 
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Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. To enable the test to locate the web 

server instance to be monitored, you need to mention the Configuration that 

applies to the instance. In the config text box therefore, specify the name of the 

Configuration which the target web server instance uses.  

9. node - Node is a network resource, such as a server or a host. Instance refers to 

the environment of a web server daemon on a given node, including its 

configuration, log files and other runtime artifacts such as lock databases, 

caches and temporary files. To enable the test to identify the exact web server 

instance to be monitored, you need to specify the name of the node on which 

the instance executes. The test will thus monitor only that web server instance 

that operates on the given node and which uses the specified config.  

10. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

11. webserverdir – Here, specify the Sun Java web server installation directory 

Outputs of the 

test 

One set of results for the Sun Java web server instance being monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

Process ID: 

Indicates the process 

identifier.  

Number  

 Resident memory 

size: 

Indicates the size of 

resident memory. 

MB  
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 Virtual memory size: 

Indicates the size of 

virtual memory. 

MB  

 System memory 

usage: 

Indicates the fraction of 

system memory used. 

MB A large value is indicative of excessive 

memory usage. 

 Thread pools: 

Indicates the number of 

thread pools. 

Number  

 Threads: 

Indicates the number of 

threads. 

Number  

 Idle threads: 

Indicates the number of 

idle threads. 

Number  

 JDBC pools: 

Indicates the number of 

JDBC pools. 

Number  

 Connection queues: 

Indicates the number of 

connection queues. 

Number  

 Configurations: 

Indicates the number of 

configurations loaded. 

Number  

 

 

1.3 The Sun Web Server Layer 

Using the tests mapped to this layer, you can measure the following:  

 The quality of the HTTP requests to and from the virtual server across all the nodes where a 

specified configuration has been deployed;  

 The session activity on the web applications deployed on the virtual server across all the nodes 

where a specified configuration has been deployed  
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Figure 1.17: The tests mapped to the Sun Web Server layer 

 

1.3.1 SWSHttp Test 

When you use virtual servers you can offer companies or individuals domain names, IP addresses, and 

some server monitoring capabilities with a single installed server.  

All virtual servers have an HTTP Listener specified. When a new request comes in, the web server 

determines which virtual server to send it to based on the configured HTTP Listener. 

This test monitors the HTTP requests to and responses from each virtual server across all the nodes 

where a specific configuration applies, and thus reveals the quality of the HTTP service on the virtual 

servers.  

Purpose Monitors the HTTP requests to and responses from each virtual server across all the 

nodes where a specific configuration has been deployed 

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 
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Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. This test will monitor those virtual 

servers across all nodes where the the configuration specified against config is 

deployed. In the config text box therefore, specify the name of the Configuration 

that applies to the virtual servers of interest to you.  

9. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

10. webserverdir – Here, specify the Sun Java web server installation directory 

Outputs of the 

test 

One set of results for the each virtual server configured on the Sun Java web server 

instance being monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

Requests: 

Indicates the rate of 

requests to this virtual 

server.  

Reqs/Sec  

 No. of requests: 

Indicates the number of  

requests to this virtual 

server during the last 

measurement period. 

Number  
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 No. of errors: 

Indicates the number of 

errors logged on this 

virtual server during the 

last measurement 

period. 

Number Ideally, this value should be 0. 

 No. of open 

connections: 

Indicates the number of 

connections currently 

open on this virtual 

server . 

Number  

 Data received: 

Indicates the rate of 

data received by this 

virtual server. 

KB/Sec  

 Data transmitted: 

Indicates the rate of 

data transmitted by this 

virtual server. 

KB/Sec  

 No of 200 responses: 

Indicates the number of 

HTTP responses  sent 

out by this virtual 

server during the last 

measurement period, 

with the 200 code. 

Number The 200 response is the standard 

response for successful HTTP requests.  

 Successful 

responses: 

Indicates the number of 

successful responses 

sent out by this virtual 

server during the last 

measurement period. 

Number The value of this measure typically 

represents the number of responses 

with the 2xx code. This class of status 

codes indicates the action requested by 

the client was received, understood, 

accepted and processed successfully. 

 No of 302 responses: 

Indicates the number of 

responses sent out by 

this virtual server 

during the last 

measurement period, 

with the 302 code. 

Number The 302 response indicates that the 

requested resource has been found 

under a different URI but the client 

should continue to use the original URI. 
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 No. of 304 responses: 

Indicates the number of 

responses sent out by 

this virtual server 

during the last 

measurement period, 

with the 304 code. 

Number The 304 response indicates that the 

resource has not been modified since 

the last request.  

 Redirection: 

Indicates the number of 

responses with the 3xx 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number This class of status code indicates that 

further action needs to be taken by the 

user agent in order to fulfil the request. 

The action required may be carried out 

by the user agent without interaction 

with the user if and only if the method 

used in the second request is GET or 

HEAD. A user agent should not 

automatically redirect a request more 

than five times, since such redirections 

usually indicate an infinite loop. 

 No of 400 responses: 

Indicates the number of 

responses with the 400 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number This type of response indicates that the 

request contains bad syntax or cannot 

be fulfilled. 

 No of 401 responses: 

Indicates the number of 

responses with the 401 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number This type of response indicates that the 

request needs user authentication. 

 No of 403 responses: 

Indicates the number of 

responses with the 403 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number This type of response indicates that the 

the request was a legal request, but the 

server is refusing to respond to it. 

 No of 404 responses: 

Indicates the number of 

responses with the 404 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number This type of response indicates that the 

document/file requested by the client 

was not found. 
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 Client errors 

responses: 

Indicates the number of 

responses with the 4xx 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number Normally, value of the measure should 

be 0. A nonzero value indicates there 

are some problems with the requested 

content. 

 No of 503 responses: 

Indicates the number of 

responses with the 503 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number The 503 code indicates that the request 

was unsuccessful due to the server 

being down or overloaded. 

 Server errors 

responses: 

Indicates the number of 

responses with the 5xx 

code that were sent out 

by this virtual server 

during the last 

measurement period. 

Number Response status codes beginning with 

the digit "5" indicate cases in which the 

server is aware that it has encountered 

an error or is otherwise incapable of 

performing the request. 

Normally, the value of the measure 

should be 0. A nonzero value indicates 

there are some errors in the web 

server. 

 

1.3.2 SWSWebApp Test 

This test auto-discovers the web applications deployed on the virtual servers across all the nodes 

where a specific configuration has been deployed, and monitors the uptime of and session activity on 

each web application.  

Purpose Auto-discovers the web applications deployed on the virtual servers across all the 

nodes where a specific configuration has been deployed, and monitors the uptime of 

and session activity on each web application 

Target of the 

test 

A Sun Java Web Server 

Agent 

deploying the 

test 

An internal agent 
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Configurable 

parameters for 

the test 

1. Test period - How often should the test be executed 

2. Host - The host for which the test is to be configured. 

3. Port – Refers to the port used by the web server.   

4. user – Specify the name of the administrator of the administration server to 

which the target web server is registered.  

5. passwdfile – The eG agent connects to the administration server to which the 

target Sun Java web server is registered to extract the required metrics. To 

enable the eG agent to communicate with this administration server, you first 

need to create a password file containing the administrator password for 

accessing the server; this password file should be created in the install directory 

of the Sun Java web server. Specify the name of this file in the passwdfile text 

box; by default, this is admin.passwd.  

6. adminserver – Specify the IP address of the administration server to which the 

target web server is registered. 

7. adminport – Indicate the port at which the administration server listens. 

8. config – In Web Server 7.0, all configurable elements of a server instance like 

web applications, configuration files, and search collection indexes are logically 

grouped and termed as a Configuration. This test will monitor those virtual 

servers across all nodes where the the configuration specified against config is 

deployed. In the config text box therefore, specify the name of the Configuration 

that applies to the virtual servers of interest to you.  

9. ssl – Set this flag to Yes if the administration server is SSL-enabled; if not, set it 

to No.  

10. webserverdir – Here, specify the Sun Java web server installation directory 

Outputs of the 

test 

One set of results for each virtualserver_webapplication pair auto-discovered from 

the server configuration being monitored  

Measurements 

made by the 

test 
Measurement 

Measurement 

Unit 
Interpretation 

No of JSPs loaded: 

Indicates the number of 

JSPs that were loaded 

on to this application 

during the last 

measurement period.  

Number  

 No of JSPs reloaded: 

Indicates the number of 

JSPs reloaded during 

the last measurement 

period. 

Number  
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 No. of sessions 

serviced: 

Indicates the number of 

sessions that were 

created on the web 

application during the 

last measurement 

period. 

Number This is a good indicator of the session 

load on the web application.  

 No of sessions active: 

Indicates the number of 

currently active 

sessions on this web 

application. 

Number  

 Peak sessions: 

Indicates the peak 

active sessions. 

Number  

 No of sessions 

rejected: 

Indicates the number of 

sessions rejected by 

this web application 

during the last 

measurement period. 

Number A very high value of this measure could 

indicate a problem; further 

investigation is recommended.  

 No of sessions 

expired: 

Indicates the number of 

sessions that expired 

during the last 

measurement period. 

Number  

 Average alive time: 

Indicates the average 

lifetime of all sessions 

that have expired. 

Secs  

 Peak alive time: 

Indicates the longest 

lifetime of all sessions 

which have expired. 

Secs  

 

 



C o n c l u s i o n  

 54  

 

 

Conclusion 
This document has described in detail the monitoring paradigm used and the measurement 

capabilities of the eG Enterprise suite of products with respect to the Sun Java Web Server. For details of 

how to administer and use the eG Enterprise suite of products, refer to the user manuals. 

We will be adding new measurement capabilities into the future versions of the eG Enterprise suite. If 

you can identify new capabilities that you would like us to incorporate in the eG Enterprise suite of 

products, please contact support@eginnovations.com. We look forward to your support and 

cooperation. Any feedback regarding this manual or any other aspects of the eG Enterprise suite can 

be forwarded to feedback@eginnovations.com. 
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