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Monitoring Event Logs

Many applications record errors and events in various proprietary error logs. These proprietary error
logs have different formats and display different user interfaces. Moreover, the system administrator
cannot merge the data to provide a complete report. Therefore, the administrator needs to check a
variety of sources to diagnose problems.

Event logging in Microsoft® Windows NT®/Windows® 2000 provides a standard, centralized way for
applications and the operating system to record important software and hardware events. The event-
logging service stores events from various sources in a single collection called an event log. The
system administrator can use the event log to help determine what conditions caused the error and
the context in which it occurred. By periodically viewing the event log, the system administrator may
be able to identify problems (such as a failing hard drive) before they cause damage.

In order to enable monitoring of the event logs pertaining to a server, the eG Enterprise suite provides
for a special server type named Event Log. The layer model of an Event Log server is as depicted
below:

é1 EventLog r
$1 VWindows Services =
a‘l Application Processes m
a'l Tep =
¢1 Network i
$1 Operating System ™~

\

Figure 1.1: The layer model of an EventLog server

The 5 layers at the bottom of Figure 1.1 have been dealt with extensively in the Monitoring Unix and
Windows Servers document. The following section will throw light on the EventLog layer, which is the
upper most layer.
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1.1 The EventLog Layer

This layer monitors the system, application, and security logs on the Windows host, and reports the
number of errors/warnings/general information events that have occurred on the host.

EventLog Search |:]e IV all

%+ Application Event Log
m all

Security Log

@« Systemn Event Log
m all

Figure 1.2: Test executing on the EventLog layer

1.1.1 Application Event Log Test

This test reports the statistical information about the application events generated by the target
system.
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Configurable
parameters for
the test

1.
2
3.
4

TEST PERIOD - How often should the test be executed
HOST - The host for which the test is to be configured
PORT - Refers to the port used by the EventLog Service. Here it is null.

LOGTYPE - Refers to the type of event logs to be monitored. The default value
is application.

POLICY BASED FILTER - Using this page, administrators can configure the event
sources, event IDs, and event descriptions to be monitored by this test. In order
to enable administrators to easily and accurately provide this specification, this
page provides the following options:

» Manually specify the event sources, IDs, and descriptions in the FILTER text
area, or,

» Select a specification from the predefined filter policies listed in the FILTER
box

For explicit, manual specification of the filter conditions, select the NO option
against the POLICY BASED FILTER field. This is the default selection. To choose
from the list of pre-configured filter policies, or to create a new filter policy and
then associate the same with the test, select the YES option against the POLICY
BASED FILTER field.

FILTER - If the POLICY BASED FILTER flag is set to NO, then a FILTER text area
will appear, wherein you will have to specify the event sources, event IDs, and
event descriptions to be monitored. This specification should be of the following
format:

{Displayname}:{event_sources_to_be_included}:{event _sources_to_be_exclud
ed}:{event_IDs to be_included}:{event_IDs to be excluded}:{event_descrip
tions_to_be_included}:{event_descriptions_to_be_excluded}. For example,
assume that the FILTER text area takes the value,
OS_events:all:Browse,Print:all:none:all:none. Here:

» OS_events is the display name that will appear as a descriptor of the test in
the monitor UI;

» all indicates that all the event sources need to be considered while
monitoring. To monitor specific event sources, provide the source names as
a comma-separated list. To ensure that none of the event sources are
monitored, specify none.

» Next, to ensure that specific event sources are excluded from monitoring,
provide a comma-separated list of source names. Accordingly, in our
example, Browse and Print have been excluded from monitoring.
Alternatively, you can use all to indicate that all the event sources have to
be excluded from monitoring, or none to denote that none of the event
sources need be excluded.

» In the same manner, you can provide a comma-separated list of event IDs
that require monitoring. The all in our example represents that all the event
IDs need to be considered while monitoring.
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» Similarly, the none (following all in our example) is indicative of the fact that
none of the event IDs need to be excluded from monitoring. On the other
hand, if you want to instruct the eG Enterprise system to ignore a few event
IDs during monitoring, then provide the IDs as a comma-separated list.
Likewise, specifying all makes sure that all the event IDs are excluded from
monitoring.

» The all which follows implies that all events, regardless of description, need
to be included for monitoring. To exclude all events, use none. On the other
hand, if you provide a comma-separated list of event descriptions, then the
events with the specified descriptions will alone be monitored. Event
descriptions can be of any of the following forms - desc*, or desc, or
*desc*,or desc*, or descl*desc2, etc. desc here refers to any string that
forms part of the description. A leading '*' signifies any number of leading
characters, while a trailing '*' signifies any number of trailing characters.

» In the same way, you can also provide a comma-separated list of event
descriptions to be excluded from monitoring. Here again, the specification
can be of any of the following forms: desc*, or desc, or *desc*,or desc*, or
descl*desc2, etc. desc here refers to any string that forms part of the
description. A leading '*' signifies any number of leading characters, while a
trailing '*' signifies any number of trailing characters. In our example
however, none is specified, indicating that no event descriptions are to be
excluded from monitoring. If you use all instead, it would mean that all
event descriptions are to be excluded from monitoring.

By default, the FILTER parameter contains the value:
all:all:none:all:none:all:none. Multiple filters are to be separated by semi-colons
().

Note:

The event sources and event IDs specified here should be exactly the same as
that which appears in the Event Viewer window.

On the other hand, if the POLICY BASED FILTER flag is set to YES, then a
FILTER list box will appear, displaying the filter policies that pre-exist in the eG
Enterprise system. A filter policy typically comprises of a specific set of event
sources, event IDs, and event descriptions to be monitored. This specification is
built into the policy in the following format:

{Policyname}:{event_sources_to_be_included}:{event_sources_to_be_exclude
d}:{event _IDs to_be_included}:{event IDs to be_ excluded}:{event descripti
ons_to_be_included}:{event_descriptions_to_be_excluded}

To monitor a specific combination of event sources, event IDs, and event
descriptions, you can choose the corresponding filter policy from the FILTER list
box. Multiple filter policies can be so selected. Alternatively, you can modify any
of the existing policies to suit your needs, or create a new filter policy. To
facilitate this, a Click here link appears just above the test configuration section,
once the YES option is chosen against POLICY BASED FILTER. Clicking on the
Click here link leads you to a page where you can modify the existing policies or
create a new one (refer to page 9). The changed policy or the new policy can
then be associated with the test by selecting the policy name from the FILTER
list box in this page.
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10.

11.

USEWMI - The eG agent can either use WMI to extract event log statistics or
directly parse the event logs using event log APIs. If the USEWMI flag is YES,
then WMI is used. If not, the event log APIs are used. This option is provided
because on some Windows NT/2000 systems (especially ones with service pack
3 or lower), the use of WMI access to event logs can cause the CPU usage of the
WinMgmt process to shoot up. On such systems, set the USEWMI parameter
value to NO. On the other hand, when monitoring systems that are operating on any other
flavor of Windows (say, Windows 2003/XP/2008/7/Vista/12), the USEWMI flag should always be
set to ‘Yes’.

STATELESS ALERTS - Typically, the eG manager generates email alerts only
when the state of a specific measurement changes. A state change typically
occurs only when the threshold of a measure is violated a configured number of
times within a specified time window. While this ensured that the eG manager
raised alarms only when the problem was severe enough, in some cases, it may
cause one/more problems to go unnoticed, just because they did not result in a
state change. For example, take the case of the EventLog test. When this test
captures an error event for the very first time, the eG manager will send out a
CRITICAL email alert with the details of the error event to configured recipients.
Now, the next time the test runs, if a different error event is captured, the eG
manager will keep the state of the measure as CRITICAL, but will not send out the
details of this error event to the user; thus, the second issue will remain hidden
from the user. To make sure that administrators do not miss/overlook critical
issues, the eG Enterprise monitoring solution provides the stateless alerting
capability. To enable this capability for this test, set the STATELESS ALERTS flag
to Yes. This will ensure that email alerts are generated for this test, regardless
of whether or not the state of the measures reported by this test changes.

EVENTS DURING RESTART - By default, the EVENTS DURING RESTART flag is set
to Yes. This ensures that whenever the agent is stopped and later started, the
events that might have occurred during the period of non-availability of the
agent are included in the number of events reported by the agent. Setting the
flag to No ensures that the agent, when restarted, ignores the events that
occurred during the time it was not available.

DDFORINFORMATION - eG Enterprise also provides you with options to restrict
the amount of storage required for event log tests. Towards this end, the
DDFORINFORMATION and DDFORWARNING flags have been made available in
this page. By default, both these flags are set to Yes, indicating that by default,
the test generates detailed diagnostic measures for information events and
warning events. If you do not want the test to generate and store detailed
measures for information events, set the DDFORINFORMATION flag to No.

DDFORWARNING - To ensure that the test does not generate and store detailed
measures for warning events, set the DDFORWARNING flag to No.
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12. DD FREQUENCY - Refers to the frequency with which detailed
diagnosis measures are to be generated for this test. The default is 1:1. This
indicates that, by default, detailed measures will be generated every time this
test runs, and also every time the test detects a problem. You can modify this
frequency, if you so desire. Also, if you intend to disable the detailed diagnosis
capability for this test, you can do so by specifying none against DDFREQ.

13. DETAILED DIAGNOSIS - To make diagnosis more efficient and accurate, the eG
Enterprise suite embeds an optional detailed diagnostic capability. With this
capability, the eG agents can be configured to run detailed, more elaborate tests
as and when specific problems are detected. To enable the detailed diagnosis
capability of this test for a particular server, choose the On option. To disable
the capability, click on the Off option. The option to selectively enabled/disable
the detailed diagnosis capability will be available only if the following conditions
are fulfilled:

e The eG manager license should allow the detailed diagnosis capability

e Both the normal and abnormal frequencies configured for the detailed
diagnosis measures should not be 0.

Outputs of the
test

One set of results for the FILTER configured

Measurements
made by the
test

M remen .
Measurement easureme ; Interpretation
Unit
Application errors: Number A very low value (zero) indicates that
This refers to the the _syst_em isin a health_y state and all
number of application applications are running smoothly
error events that were without any potential problems.
generated. An increasing trend or high value
indicates the existence of problems like
loss of functionality or data in one or
more applications.
Please check the Application Logs in the
Event Log Viewer for more details.
Application Number A change in the value of this measure
information count: may indicate infrequent but successful
This refers to the gpelriacgggisperformed by one or more
number of application PP '
information events Please check the Application Logs in the
generated when the Event Log Viewer for more details.
test was last executed.
Application warnings: | Number A high value of this measure indicates
This refers to the appll|cat|on- proplems that may not have
. an immediate impact, but may cause
number of warnings .
future problems in one or more
that were generated applications
when the test was last PP '
executed. Please check the Application Logs in the
Event Log Viewer for more details.
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Application critical

errors:

Indicates the number of
critical events that were
generated when the
test was last executed.

Number

A critical event is one that an
application or a component cannot
automatically recover from.

This measure is applicable only for
Windows 2008/Windows Vista/Windows
7 systems.

A very low value (zero) indicates that
the system is in a healthy state and all
applications are running smoothly
without any potential problems.

An increasing trend or high value
indicates the existence of
fatal/irrepairable problems in one or
more applications.

The detailed diagnosis of this measure
describes all the critical application
events that were generated during the
last measurement period.

Please check the Application Logs in the
Event Log Viewer for more details.

Application verbose:

Indicates the number of
verbose events that
were generated when
the test was last
executed.

Number

Verbose logging provides more details
in the log entry, which will enable you
to troubleshoot issues better.

This measure is applicable only for
Windows 2008/Windows Vista/Windows
7 systems.

The detailed diagnosis of this measure
describes all the verbose events that
were generated during the last
measurement period.

Please check the Application Logs in the
Event Log Viewer for more details.

The detailed diagnosis of the Application warnings measure, if enabled, describes all the application
warnings that were generated during the last measurement period.
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Detalled Diagnosis Measure Graph Summary Graph Trend Graph History Feedback
Component agurkha2z Measured By egurkha22
Test ApplicationEventlog Description all

Measurement [Application warningz

Timeline 2 days vI From

wlioZmn[Z0 2] 7o @ e [10 = min [0 2] [ Submit | e

Lists the descriptions of specific application events

e dves ! Rave e Eofnce EAtRgoiR | EventiDy Dascption iUsex) Scornputerc] =
2008/1/8 15:19:36

Waming 2008-01-08 15:15:27 perflib None 2003 The configuration NfA  EGURKHAZZ
information of the
performance library
CAWINDOWS\systam32
\perftz.dll for the
TermService service
does not match the
trusted performance
library information
stored in tha registry.
The functions in this
library will not be
treated as trusted.

Figure 1.3: The detailed diagnosis of the Application warnings measure

The detailed diagnosis of the Application information count measure, if enabled, describes all the
general information events that were generated during the last measurement period.

sure Graph Summary Graph Trend Graph History Feedback

Component  sgurkha22 Measured By  agurkha22
Test ApplicationEventiog Description all

Measurement [Application information count » |
Timeline 2day: =] Fom B[ 00517 Jme[io Zdmin[Z5 2] To @)

Lists the descriptions of specific application events
Time Type Date Time Source Catagory EventID  Description User Computer ||
2008/1/9 07:44:26

Information 2002-01-09 07:3%:47  LogMeln Remote 205 User NT EGURKHA22
Control CHNYkarthik AUTHORITYASYSTEM
from 1P addrass
117.192.161.34
andad 3
Remote Control
session,

Information 2008-01-09 07:39:56  LogMeln Genaral 109 User NT
CHN\karthik haz  AUTHORITY\SYSTEM
logged out from
1P addrass =
117.192.161.34.

EGURKHA2Z

2008/1/9 06:18:33

Information 2008-01-09 06:17:5%  SceCh None 1704 Sacurity policy in N/A EGURKHA22
the Group policy
objects has
baen applied
zucceszfully.

2008/1/9 06:13:30

Information 2008-01-09 06:10:16  LogMeln Remote 202 Remote Control  NT EGURKHA22Z
Control zeszion started  AUTHORITY\SYSTEM
for user
CHINk arthik
from IP address
117.193,161,34.
The interactive
user (if present)
has not bean _v_]

Figure 1.4: The detailed diagnosis of the Application information count measure

The filter policy for the ApplicationEventLog test, ApplicationEvents test, SystemEvents test, and
SystemEventLog test typically comprises of a specific set of event sources, event IDs, and event
descriptions to be monitored. This specification is expressed by the eG Enterprise system in the
following format:

{Policyname}:{event_sources_to_be_ included}:{event_sources_to be_ excluded}:{event IDs_ to_be
_included}:{event_IDs_to be_excluded}:{event_descriptions_to_be_included}:{event_descriptions_t
o_be_excluded}

On the other hand, the filter policy for the SecurityLog test comprises of a specific set of event
sources, event ids, and users to be monitored. This specification is expressed by the eG Enterprise
system in the following format:
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{Policyname}:{event_sources_to_be_included}:{event_sources_to be excluded}:{event_IDs_to be
_included}:{event_IDs_to be_excluded}:{users_to_be_included}:{users_to_ be_excluded}

To add a new policy, do the following:

1. Click on the Click here hyperlink available just above the test configuration of the
ApplicationEventLog test, ApplicationEvents test, SystemEvents test, SystemEventLog test, or
SecuritylLog test (see Figure 1.5).

ApplicationEvents parameters to be configured for Citrix120:3389 (Citrix)
To add/modify Policy, Click here 4
CITRIX120

TEST PERIOD : [Smins =]
HOST : 192.168.10.120
BORT . 1494

USEWMI : lyes

LOGTYPE : application
POLICY BASED FILTER S®ves O

FILTER : |XchgEvents
SqleEvents

AdEvents

DD FREQUENCY b $h
DETAILED DIAGNOSIS i @Gon Coff
APPLY TO OTHER COMPONENTS L W

Figure 1.5: Configuring an ApplicationEvents test

2. Figure 1.6 will then appear listing the policies that pre-exist.

200818 16:40:44  Sprotiie  @nelp @ signout

= Admin & Monitor Reporter
| Home | Configwe | ifrastuctue | Agents | Audis | I
EVENT POLICY 4 Back

This page enables the administrator to add/view/modify/delste policy.

Searc o
Policy For ApplicationEvents With LogType Application

IISEvents View Modify Delete

CitrixEvents View Modify Delete

XchgEvents View Modify Dalate

SqlEvents View Modify Delete

AdEvents View Modify Delete

all View

Figure 1.6: List of policies

3. To view the contents of a policy, click on the View button against the policy name. While a policy
can be modified by clicking on the Modify button, it can be deleted using the Delete button. The
default policy is all, which can only be viewed and not modified or deleted. The specification
contained within this policy is: all:none:all:none:all:none.

4. To create a new policy, click on the Add New Policy button in Figure 1.6. Doing so invokes Figure
1.7, using which a new policy can be created.
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=B

|  Home

ADD POLICY

Admin - @&
Confiaure

Monitor Reporter

| | infrastructure | Agents | Audits |

This page enables the administrator to add/view/modify the policy created.

Policy For ApplicationEvents ¥With LogType Application
POLICY NAME : CitrikEventsPolicy
¢ [included =] an View

: |Included 'I all View

EVENT SOURCES MetaFrameEvents,Licer View
EVENT IDS

EVENT DESCRIPTIONS

200819 16:45:51  Eprofile  @etp D signout

4Back

Figure 1.7: Adding a new filter policy

5. In Figure 1.7, first, provide a unique name against POLICY NAME.

6. To include one/more event sources for monitoring, select Included from the EVENT SOURCES drop-
down list, and then specify a comma-separated list of event sources in the adjacent text box. If
you require more space to specify the event sources, click on the View button next to the text box.
This will invoke an EVENT SOURCES INCLUDED text area (see Figure 1.8), wherein the specification can

be provided more clearly and comfortably.

’3 Data Entry window - Microsoft Internet Explorer i

=10|x]

MetaFrameEvents, LicenseServer,MetaFrame, CitrixR esourceManagement,IC__|
ABrowser,1MABrowser,IMAServicel

EVENT SOURCES INCLUDED :

Figure 1.8: Viewing the text area

7. To exclude specific event sources from monitoring, select Excluded from the EVENT SOURCES drop-
down list, and then specify a comma-separated list of event sources to be excluded in the
adjacent text box. If you require more space to specify the event sources, click on the View button
next to the text box. This will invoke an EVENT SOURCES EXCLUDED text area, wherein the

specification can be provided more clearly and comfortably.

10
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10.

11.

Note:

At any given point in time, you can choose to either Include or Exclude event sources, but you
cannot do both. If you have chosen to include event sources, then the eG Enterprise system
automatically assumes that no event sources need be excluded. Accordingly, the
{event_sources_to_be_excluded} section of the filter format mentioned above, will assume
the value none. Similarly, if you have chosen to exclude specific event sources from
monitoring, then the {event_sources to_be included} section of the format above will
automatically take the value all, indicating that all event sources except the ones explicitly
excluded, will be included for monitoring.

In the same way, select Included from the EVENT IDS list and then, provide a comma-separated list
of event IDs to be monitored. For more space, click on the View button next to the text box, so
that an EVENT IDS INCLUDED text area appears.

If you, on the other hand, want to exclude specific event IDs from monitoring, then first select
Excluded from the EVENT IDS list box, and then provide a comma-separated list of event IDs to be
excluded. For more space, click on the View button next to the text box, so that an EVENT IDS
EXCLUDED text area appears.

Note:

At any given point in time, you can choose to either Include or Exclude event IDs, but you
cannot do both. If you have chosen to include event IDs, then the eG Enterprise system
automatically assumes that no event IDs need be excluded. Accordingly, the
{event_IDs to_be_ excluded} section of the filter format mentioned above, will assume the
value none. Similarly, if you have chosen to exclude specific event IDs from monitoring,
then the {event IDs to be_included} section of the format above will automatically take
the value all, indicating that all event IDs except the ones explicitly excluded, will be
included for monitoring.

Likewise, select Included from the EVENT DESCRIPTIONS list and then, provide a comma-separated list
of event descriptions to be monitored. For more space, click on the View button next to the text
box, so that an EVENT DESCRIPTIONS INCLUDED text area appears.

For excluding specific event descriptions from monitoring, first select Excluded from the EVENT
DESCRIPTIONS list box, and then provide a comma-separated list of event descriptions to be
excluded. For more space, click on the View button next to the text box, so that an EVENT
DESCRIPTIONS EXCLUDED text area appears.

Note:

Instead of the complete event descriptions, wild card-embedded event description patterns
can be provided as a comma-separated list in the Included or Excluded text boxes. For instance,
to include all events that start with st and vi, your Included specification should be: st*, vi*.
Similarly, to exclude all events with descriptions ending with ed and /e, your Excluded
specification should be: *ed, */e.

11
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Note:

At any given point in time, you can choose to either Include or Exclude event descriptions/users,
but you cannot do both. If you have chosen to include event descriptions/users, then the eG
Enterprise system automatically assumes that no event descriptions/users need be excluded.
Accordingly, the {event_descriptions_to_be_excluded} section or the {users_to_be excluded}
section (as the case may be) of the filter formats mentioned above, will assume the value none.
Similarly, if you have chosen to exclude specific event descriptions/users from monitoring, then
the {event_descriptions_to_be_included} section or the {users_to_be_included} section (as the
case may be) of the formats above will automatically take the value all. This indicates that all
event descriptions/users except the ones explicitly excluded, will be included for monitoring.

12. In case of the SecurityLog test however, you will not be required to include/exclude EVENT
DESCRIPTIONS. Instead, an EVENT USERS field will appear, using which you need to configure users
who need to be included/excluded from monitoring.

13. Finally, click the Update button.
14. The results of the configuration will then be displayed as depicted by Figure 1.9.

s ; 200819 16:48:55  (Dprorile  @netp (D signout
== —— Admin & Monitor Reporter

| Home | Configure | Infrastnactae | Agents | Awdits |

EVENT POLICY

v Parameters Configured for ApplicationEvents With LogType Application

LOG TYPE :application

POLICY NAME :CitrixEventsPolicy

EVENT SOURCES INCLUDED iMetaFrameEvents LicenseServer,MetaFrame, CitrixResourceManagement,ICABrowser, IMABrowser, IMAService
EVENT SOURCES EXCLUDED none

EVENT IDS INCLUDED sall

EVENT IDS EXCLUDED inone

EVENT DESCRIPTIONS INCLUDED :all

EVENT DESCRIPTIONS EXCLUDED :none

This page redirects to Admin Home in 90 seconds, else you czn go back to Parameters Configuration for tests &

Figure 1.9: Results of the configuration

Note:

If you have configured a policy to Include a few/all events (sources/IDs/descriptions/users),
and Exclude none, then, while reconfiguring that policy, you will find that the Include option is
chosen by default from the corresponding drop-down list in Figure 1.7. On the other hand, if
you have configured a policy to Exclude a few specific events and Include all events, then,
while modifying that policy, you will find the Exclude option being the default selection in the
corresponding drop-down list in Figure 1.7.

12
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1.1.2 System Event Log Test

This test reports the statistical information about the system events generated by the target system.

13
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Configurable
parameters for
the test

1.
2
3.
4

TEST PERIOD - How often should the test be executed
HOST - The host for which the test is to be configured
PORT - Refers to the port used by the EventLog Service. Here it is null.

LOGTYPE - Refers to the type of event logs to be monitored. The default value
is application.

POLICY BASED FILTER - Using this page, administrators can configure the event
sources, event IDs, and event descriptions to be monitored by this test. In order
to enable administrators to easily and accurately provide this specification, this
page provides the following options:

» Manually specify the event sources, IDs, and descriptions in the FILTER text
area, or,

» Select a specification from the predefined filter policies listed in the FILTER
box

For explicit, manual specification of the filter conditions, select the NO option
against the POLICY BASED FILTER field. This is the default selection. To choose
from the list of pre-configured filter policies, or to create a new filter policy and
then associate the same with the test, select the YES option against the POLICY
BASED FILTER field.

FILTER - If the POLICY BASED FILTER flag is set to NO, then a FILTER text area
will appear, wherein you will have to specify the event sources, event IDs, and
event descriptions to be monitored. This specification should be of the following
format:

{Displayname}:{event_sources_to_be_included}:{event _sources_to_be_exclud
ed}:{event_IDs to be_included}:{event_IDs to be excluded}:{event_descrip
tions_to_be_included}:{event_descriptions_to_be_excluded}. For example,
assume that the FILTER text area takes the value,
OS_events:all:Browse,Print:all:none:all:none. Here:

» OS_events is the display name that will appear as a descriptor of the test in
the monitor UI;

» all indicates that all the event sources need to be considered while
monitoring. To monitor specific event sources, provide the source names as
a comma-separated list. To ensure that none of the event sources are
monitored, specify none.

» Next, to ensure that specific event sources are excluded from monitoring,
provide a comma-separated list of source names. Accordingly, in our
example, Browse and Print have been excluded from monitoring.
Alternatively, you can use all to indicate that all the event sources have to
be excluded from monitoring, or none to denote that none of the event
sources need be excluded.

» In the same manner, you can provide a comma-separated list of event IDs
that require monitoring. The all in our example represents that all the event
IDs need to be considered while monitoring.
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» Similarly, the none (following all in our example) is indicative of the fact that
none of the event IDs need to be excluded from monitoring. On the other
hand, if you want to instruct the eG Enterprise system to ignore a few event
IDs during monitoring, then provide the IDs as a comma-separated list.
Likewise, specifying all makes sure that all the event IDs are excluded from
monitoring.

» The all which follows implies that all events, regardless of description, need
to be included for monitoring. To exclude all events, use none. On the other
hand, if you provide a comma-separated list of event descriptions, then the
events with the specified descriptions will alone be monitored. Event
descriptions can be of any of the following forms - desc*, or desc, or
*desc*,or desc*, or descl*desc2, etc. desc here refers to any string that
forms part of the description. A leading '*' signifies any number of leading
characters, while a trailing '*' signifies any number of trailing characters.

» In the same way, you can also provide a comma-separated list of event
descriptions to be excluded from monitoring. Here again, the specification
can be of any of the following forms: desc*, or desc, or *desc*,or desc*, or
descl*desc2, etc. desc here refers to any string that forms part of the
description. A leading '*' signifies any number of leading characters, while a
trailing '*' signifies any number of trailing characters. In our example
however, none is specified, indicating that no event descriptions are to be
excluded from monitoring. If you use all instead, it would mean that all
event descriptions are to be excluded from monitoring.

By default, the FILTER parameter contains the value:
all:all:none:all:none:all:none. Multiple filters are to be separated by semi-colons
().

Note:

The event sources and event IDs specified here should be exactly the same as
that which appears in the Event Viewer window.

On the other hand, if the POLICY BASED FILTER flag is set to YES, then a
FILTER list box will appear, displaying the filter policies that pre-exist in the eG
Enterprise system. A filter policy typically comprises of a specific set of event
sources, event IDs, and event descriptions to be monitored. This specification is
built into the policy in the following format:

{Policyname}:{event_sources_to_be_included}:{event_sources_to_be_exclude
d}:{event _IDs to_be_included}:{event IDs to be_ excluded}:{event descripti
ons_to_be_included}:{event_descriptions_to_be_excluded}

To monitor a specific combination of event sources, event IDs, and event
descriptions, you can choose the corresponding filter policy from the FILTER list
box. Multiple filter policies can be so selected. Alternatively, you can modify any
of the existing policies to suit your needs, or create a new filter policy. To
facilitate this, a Click here link appears just above the test configuration section,
once the YES option is chosen against POLICY BASED FILTER. Clicking on the
Click here link leads you to a page where you can modify the existing policies or
create a new one (refer to page 9). The changed policy or the new policy can
then be associated with the test by selecting the policy name from the FILTER
list box in this page.
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10.

11.

USEWMI - The eG agent can either use WMI to extract event log statistics or
directly parse the event logs using event log APIs. If the USEWMI flag is YES,
then WMI is used. If not, the event log APIs are used. This option is provided
because on some Windows NT/2000 systems (especially ones with service pack
3 or lower), the use of WMI access to event logs can cause the CPU usage of the
WinMgmt process to shoot up. On such systems, set the USEWMI parameter
value to NO. On the other hand, when monitoring systems that are operating on any other
flavor of Windows (say, Windows 2003/XP/2008/7/Vista/12), the USEWMI flag should always be
set to ‘Yes’.

STATELESS ALERTS - Typically, the eG manager generates email alerts only
when the state of a specific measurement changes. A state change typically
occurs only when the threshold of a measure is violated a configured number of
times within a specified time window. While this ensured that the eG manager
raised alarms only when the problem was severe enough, in some cases, it may
cause one/more problems to go unnoticed, just because they did not result in a
state change. For example, take the case of the EventLog test. When this test
captures an error event for the very first time, the eG manager will send out a
CRITICAL email alert with the details of the error event to configured recipients.
Now, the next time the test runs, if a different error event is captured, the eG
manager will keep the state of the measure as CRITICAL, but will not send out the
details of this error event to the user; thus, the second issue will remain hidden
from the user. To make sure that administrators do not miss/overlook critical
issues, the eG Enterprise monitoring solution provides the stateless alerting
capability. To enable this capability for this test, set the STATELESS ALERTS flag
to Yes. This will ensure that email alerts are generated for this test, regardless
of whether or not the state of the measures reported by this test changes.

EVENTS DURING RESTART - By default, the EVENTS DURING RESTART flag is set
to Yes. This ensures that whenever the agent is stopped and later started, the
events that might have occurred during the period of non-availability of the
agent are included in the number of events reported by the agent. Setting the
flag to No ensures that the agent, when restarted, ignores the events that
occurred during the time it was not available.

DDFORINFORMATION - eG Enterprise also provides you with options to restrict
the amount of storage required for event log tests. Towards this end, the
DDFORINFORMATION and DDFORWARNING flags have been made available in
this page. By default, both these flags are set to Yes, indicating that by default,
the test generates detailed diagnostic measures for information events and
warning events. If you do not want the test to generate and store detailed
measures for information events, set the DDFORINFORMATION flag to No.

DDFORWARNING - To ensure that the test does not generate and store detailed
measures for warning events, set the DDFORWARNING flag to No.
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12. DDFREQUENCY - Refers to

frequency with which detailed

diagnosis measures are to be generated for this test. The default is 1:1. This
indicates that, by default, detailed measures will be generated every time this
test runs, and also every time the test detects a problem. You can modify this
frequency, if you so desire. Also, if you intend to disable the detailed diagnosis
capability for this test, you can do so by specifying none against DDFREQ.

13. DETAILED DIAGNOSIS - To make diagnosis more efficient and accurate, the eG
Enterprise suite embeds an optional detailed diagnostic capability. With this
capability, the eG agents can be configured to run detailed, more elaborate tests
as and when specific problems are detected. To enable the detailed diagnosis
capability of this test for a particular server, choose the On option. To disable

the capability, click on the Off option.

The option to selectively enabled/disable the detailed diagnosis capability will
be available only if the following conditions are fulfilled:

» The eG manager license should allow the detailed diagnosis capability

» Both the normal and abnormal frequencies configured for the detailed

diagnosis measures should not be 0.

Outputs of the
test

One set of results for the FILTER configured

Measurements
made by the
test

M remen .
Measurement easureme : Interpretation
Unit
System Errors: Number A very low value (zero) indicates that
This refers to the thgz system |s. in healthy state an_d all
Windows services and low level drivers
number of system error ; . ;
are running without any potential
events generated roblems
during the last P )
execution of the test. An increasing trend or a high value
indicates the existence of problems
such as loss of functionality or data in
one or more Windows services and low
level drivers.
Please check the System Logs in the
Event Log Viewer for more details.
System information | Number A change in value of this measure may
messages: indicate infrequent but successful
This refers to the oper.atlo.ns performed by one or more
. applications.
number of  service-
related and  driver- Please check the System Logs in the
related information Event Log Viewer for more details.
events that were
generated during the
test's last execution.
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Indicates the number of
verbose events that
were generated when
the test was last
executed.

System warnings: Number A high value of this measure indicates
This refers to the _probler_ns tr_mat may not have an
. immediate impact, but may cause
number of service- .
related  and  driver- quure problems in one or_ more
. Windows servers and low level drivers.
related warnings
generated in the during Please check the System Logs in the
the test's last Event Log Viewer for more details.
execution.
System critical | Number A critical event is one that a system
errors: cannot automatically recover from.
Indicates the number of This measure is applicable only for
critical events that were Windows 2008/Windows Vista/Windows
generated when the 7 systems.
test was last executed. A very low value (zero) indicates that
the system is in a healthy state and is
running smoothly without any potential
problems.
An increasing trend or high value
indicates the existence of
fatal/irrepairable problems in the
system.
The detailed diagnosis of this measure
describes all the critical system events
that were generated during the last
measurement period.
Please check the System Logs in the
Event Log Viewer for more details.
System verbose: Number Verbose logging provides more details

in the log entry, which will enable you
to troubleshoot issues better.

This measure is applicable only for
Windows 2008/Windows Vista/Windows
7 systems.

The detailed diagnosis of this measure
describes all the verbose events that
were generated during the last
measurement period.

Please check the System Logs in the
Event Log Viewer for more details.

The detailed diagnosis of the System errors measure, provides detailed descriptions of the system
errors that occurred on the host during the last measurement period.
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ed Di is Graph Summary Graph Trend Graph History Feedback
Component agurkha2z Measured By egurcha22
Test SystemEventlog Description all

Measurement [System errors

Timeline [Zd3: =] w10 Jmin[75 2] To

Time Type ’ Date Time Source | Category [ | unr[

2008/1/8 21:24:53

Ercor 2002-01-08 21:20:34 TarmSarvDavicas Mone 1111 Drivar NfA EGURKHA22
GoToMyPC
UPD Oriver
required for
printer
GoToMyPC
Printer iz
unknown,
Contact the
administrator
to install the
driver before
you log in
again.

Figure 1.10: The detailed diagnosis of the System errors measure

The detailed diagnosis of the System information messages measure, provides detailed descriptions
of the information events that occurred on the host during the last measurement period.

Datailed Diagnosis | Measure Graph Summary Graph Trend Graph History Feadback
Component  egurkha22 Measured By  egurkha22
Test SystemnEventlog Description all

Measurement [Systemn information meszages v|

Timeline 2days =] From B[ 20057577 | we[io min[25 2] Te @[ 20087175 |me[i0 Zmin 25 ] [~ Submit | m

Lists the descriptions of specific system events
Time | Type | Date Time | Source | Category | EventID|  Description | User Computer |4

2008/1/8 22:08:26

Information 2008-01-08 22:06:44  WISVC None 1074 A vorker process  NfA EGURKHA22
with process id of
*2600° zerving
application pool
“DafaultappPool *
haz requested a
recycle because
the worker
process reached
Its allowad
proceszzing time
limit.

20087178 21:19:28

Information 2002-01-08 21:19:113  WinHttpAutoProxySvc Hona 12817 The WinHTTS N EGURKHA22
Web Proxy Autor
Discovary Service
zuzpended
operation.

Infarmation 2008-01-08 21:19:13  WinHttpAutoProxySve None 12503 The WinHTT® Ni& EGURKHAZZ
Web Proxy Auto-
Discovery Service
has been idle for
15 rinutes,it will
be shut down.

Information 2008-01-08 21:19:14  Service Control Nona 7026 The WinHTTS NiA EGURKHA22
Manager Web Proxy Auto-
Discovery Service
zervice entered
the stopped ﬂ

Figure 1.11: The detailed diagnosis of the System information messages measure

The detailed diagnosis of the System warnings measure, provides detailed descriptions of the warning
events that occurred on the host during the last measurement period.
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led M Graph Summary Graph Trend Graph History Feedback
Component  egurkhaz2 Measured By  egurkha2z
Test SystemEvantiog Description all

Measurement |Systam warnings

Timeline  [Zhours =] From @[ 2005777 Jhe[5 Zdsin[7 2] To B) P e L | [ Submit | m
Lists the descriptions of specific system events

Time Type | Date Time Source Category User 1=}
2008/1/9 10:26:31

Waming 2008-01-09 10:23:3% MSFTPSVC None 100 The servar  N/A  EGURKHA22
was unable
to logon
the
windows
NT account
‘egurkha”
due to the
following
error:
Logon
failure:
unknown
uzer name
or bad
password.
The data iz
the arror
code.

200871/9 10:21:17

Warmning 2008-01-0% 10:18:37 MSFTPSVC None 100 The server N/A EGURKHA22

was unable

to logon

the

Windows

NT account

"agurkha”

due to the

folloving

byl _id
Figure 1.12: The detailed diagnosis of the System warnings measure

1.1.3 Security Log Test

The Security Log test reports statistics relating to the Windows security log audits. Note that this test will
not work on Windows Vista.

Purpose Reports statistics relating the Windows security log audits

Target of the | Any Windows host system
test

Agent An internal agent
deploying the
test
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Configurable
parameters for
the test

1
2
3.
4

10.
11.

TEST PERIOD - How often should the test be executed
HOST - The host for which the test is to be configured
PORT - Refers to the port used by the EventLog Service. Here it is null.

LOGTYPE - Refers to the type of event logs to be monitored. The default value is
security.

SUCCESSEVENTSINDD - By default, this parameter displays none, indicating that
by default none of the successful log audits will be reflected in the detailed
diagnosis. If you set this parameter to, say 10, then the test will display only
the 10 most recent successful log audits in the detailed diagnosis page. Setting
this parameter to all, on the other hand will make sure that all successful log
audits are listed in the detailed diagnosis.

FAILUREEVENTSINDD - By default, this parameter displays all, indicating that by
default all the failed log audits will be reflected in the detailed diagnosis. If you
set this parameter to, say 10, then the test will display only the 10 most recent
log audits that failed, in the detailed diagnosis page. Setting this parameter to
none, on the other hand will make sure that none of the failed log audits are
listed in the detailed diagnosis.

DD FREQUENCY - Refers to the frequency with which detailed
diagnosis measures are to be generated for this test. The default is 1:1. This
indicates that, by default, detailed measures will be generated every time this
test runs, and also every time the test detects a problem. You can modify this
frequency, if you so desire. Also, if you intend to disable the detailed diagnosis
capability for this test, you can do so by specifying none against DD
FREQUENCY.

USEWMI - The eG agent can either use WMI to extract event log statistics or
directly parse the event logs using event log APIs. If the USEWMI flag is YES,
then WMI is used. If not, the event log APIs are used. This option is provided
because on some Windows NT/2000 systems (especially ones with service pack
3 or lower), the use of WMI access to event logs can cause the CPU usage of the
WinMgmt process to shoot up. On such systems, set the USEWMI parameter
value to NO. On the other hand, when monitoring systems that are operating on any other
flavor of Windows (say, Windows 2003/XP/2008/7/Vista/12), the USEWMI flag should always be
set to ‘Yes'.

DETAILED DIAGNOSIS - To make diagnosis more efficient and accurate, the eG
Enterprise suite embeds an optional detailed diagnostic capability. With this
capability, the eG agents can be configured to run detailed, more elaborate tests
as and when specific problems are detected. To enable the detailed diagnosis
capability of this test for a particular server, choose the On option. To disable
the capability, click on the Off option.

The option to selectively enabled/disable the detailed diagnosis capability will be
available only if the following conditions are fulfilled:

The eG manager license should allow the detailed diagnosis capability

Both the normal and abnormal frequencies configured for the detailed diagnosis
measures should not be 0.
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12.

13.

POLICY BASED FILTER - Using this page, administrators can configure the event
sources, event IDs, and event descriptions to be monitored by this test. In order
to enable administrators to easily and accurately provide this specification, this
page provides the following options:

» Manually specify the event sources, IDs, and users in the FILTER text area,
or,

» Select a specification from the predefined filter policies listed in the FILTER
box

For explicit, manual specification of the filter conditions, select the NO option
against the POLICY BASED FILTER field. To choose from the list of pre-
configured filter policies, or to create a new filter policy and then associate the
same with the test, select the YES option against the POLICY BASED FILTER
field. This is the default selection.

FILTER - If the POLICY BASED FILTER flag is set to NO, then a FILTER text area
will appear, wherein you will have to specify the event sources, event IDs, and
event users to be monitored. This specification should be of the following
format:

{Displayname}:{event_sources_to_be_included}:{event _sources_to_be_exclud
ed}:{event_IDs_to_be_included}:{event_IDs_to be excluded}:{users_to_be_i
ncluded}:{ users_to_be_ excluded}. For example, assume that the FILTER text
area takes the value, OS_events:all:Browse,Print:all:none:all:none. Here:

» OS_events is the display name that will appear as a descriptor of the test in
the monitor UI;

» all indicates that all the event sources need to be considered while
monitoring. To monitor specific event sources, provide the source names as
a comma-separated list. To ensure that none of the event sources are
monitored, specify none.

» Next, to ensure that specific event sources are excluded from monitoring,
provide a comma-separated list of source names. Accordingly, in our
example, Browse and Print have been excluded from monitoring.
Alternatively, you can use all to indicate that all the event sources have to
be excluded from monitoring, or none to denote that none of the event
sources need be excluded.

» In the same manner, you can provide a comma-separated list of event IDs
that require monitoring. The al/l in our example represents that all the event
IDs need to be considered while monitoring.

» Similarly, the none (following all in our example) is indicative of the fact that
none of the event IDs need to be excluded from monitoring. On the other
hand, if you want to instruct the eG Enterprise system to ignore a few event
IDs during monitoring, then provide the IDs as a comma-separated list.
Likewise, specifying all makes sure that all the event IDs are excluded from
monitoring.
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» In the same way, you can also ensure that events generated by specific
users on the target host are alone tracked by providing a comma-separated
list of users to be monitored - for example, john,elvis. In our example
however, all is specified, indicating that all users need be monitored.

» You can similarly indicate if specific users need to be excluded from
monitoring. In our example however, none is provided to ensure that no
users are excluded from monitoring.

By default, the FILTER parameter contains the value:
all:all:none:all:none:all:none. Multiple filters are to be separated by semi-colons

;).

Note:

The event sources and event IDs specified here should be exactly the same as
that which appears in the Event Viewer window.

On the other hand, if the POLICY BASED FILTER flag is set to YES, then a
FILTER list box will appear, displaying the filter policies that pre-exist in the eG
Enterprise system. A filter policy typically comprises of a specific set of event
sources, event IDs, and users to be monitored. This specification is built into the
policy in the following format:

{Policyname}:{event_sources_to_be_included}:{event_sources_to_be_exclude
d}:{event_IDs_to_be_included}:{event_IDs_to_be excluded}:{users_to_be_in
cluded}:{users_to_be_excluded}

To monitor a specific combination of event sources, event IDs, and users, you
can choose the corresponding filter policy from the FILTER list box. Multiple filter
policies can be so selected. Alternatively, you can modify any of the existing
policies to suit your needs, or create a new filter policy. To facilitate this, a Click
here link appears just above the test configuration section, once the YES option is
chosen against POLICY BASED FILTER. Clicking on the Click here link leads you to
a page where you can modify the existing policies or create a new one (refer to
page 9). The changed policy or the new policy can then be associated with the
test by selecting the policy name from the FILTER list box in this page.

Outputs of the
test

One set of results for the server being monitored

Measurements
made by the
test

Measurement Measl;Jrr:ietment Interpretation

Successful audits: Number The detailed diagnosis of this measure,
Indicates the number of if enabled, provides the details of the
successful  audits  of successful log audits.
windows security logs.
Failure audits: Number The detailed diagnosis of this measure,

. if enabled, provides the details of the
In.dlcates the number of failed log audits.
windows security log
audits that failed.
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The detailed diagnosis of the Successful audits measure, if enabled, provides the
successful log audits.

Graph s vy Graph Trend Graph History Feedback

details of the

Component aegurkha22 egurkha22

Test

Measured By
Securitylog

Successful audits >

2 hours -I From '

Measurement

Timeline

Lists details of success audits
dypas

dima AL Cabuocyis| EvenciD Desctnton

2008/1/9 10:22:47

Audit Succass 2008-01-09

10:19:119

Sacunty

Logon/Logeff 528

Succassful Logon: Usar Kame:
karthik Domain: CHN Logen
iD: (Ox0,0%1B83A86E) Logon
Type: 2 Logon Process:
Advapi Authentication
Package: Negotiate
‘forkstation Name:
EGURKHAZZ Logon GUID:
{4c020a532-8385-29cd-4508-
4eae8b391262} Caller User
Name: EGURKHAZ2$ Callar
Dornain: CHN Caller Logon 1D:
(0x0,0x3E7) Caller Process
1D: 1796 Transited Services: -
Source Netvork Address: -
Source Port: -
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2008-01-09
10:19:19

Audit Succass Sacurity Logon/Logoff $%2 Logon attempt using explict NT AUTHORITVASYSTEM
credentialz: Logged on uzer:
User Name: EGURKHA22$
Domain: CHN Logon ID:
(0x0,0x3E7) Logen GUID: -
User vhose credentials ware
usad: Target User Name:
karthik Target Domain: CHN
Target Logon GUID:
{4ce30a53-8285-29cd-4508-
42328b391a623 Target Server
Nama: localhost Targat Server
infoi localhost Caller Process
iD: 1796 Sourca Network
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Figure 1.13: The detailed diagnosis of the Successful audits measure

1.1.4 Event Log Test

EGURKHAZ2

EGURKHAZZ

This test reports the statistical information about the events generated by various applications and
windows services and drivers in the target system. This test is disabled by default. To enable the test,

go to the ENABLE / DISABLE TESTS page using the menu sequence :

Agents -> Tests -> Enable/Disable,

pick Event Log as the Component type, Performance as the Test type, choose the test from the DISABLED
TESTS list, and click on the >> button to move the test to the ENABLED TESTS list. Finally, click the Update

button.

Purpose
windows services and drivers.

Reports information about the events generated by various applications and

Target of the
test

Any host system

Agent
deploying
test

An internal agent
the
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Configurable
parameters for
the test

oA Ny e

TEST PERIOD - How often should the test be executed

HOST - The host for which the test is to be configured

PORT - Refers to the port used by the EventLog Service. Here it is null.
EVENTHOST - Is the same as the HOST

EVENTSRC - Enter the specific events to be monitored in the EVENTSRC text
box. The name of the event source can be obtained from the Event Viewer
window that appears on following the menu sequence: Start -> Programs ->
Administrative Tools -> Event Viewer (If the Programs menu does not contain
the Administrative Tools option, then check Start->Settings ->Control Panel for
the same). The value that appears in the Source column of this window should
be used to specify the EVENTSRC parameter.

By default, "All" will be displayed against EVENTSRC indicating that all events
will be monitored by default. While specifying multiple events, make sure that
they are separated by commas (,).

EXCLUDEDSRC - If specific events are to be excluded from monitoring, then
specify the events to be excluded in the EXCLUDEDSRC text box, as a comma-
separated list.

USEWMI - The eG agent can either use WMI to extract event log statistics or
directly parse the event logs using event log APIs. If the USEWMI flag is YES,
then WMI is used. If not, the event log APIs are used. This option is provided
because on some Windows NT/2000 systems (especially ones with service pack
3 or lower), the use of WMI access to event logs can cause the CPU usage of the
WinMgmt process to shoot up. On such systems, set the USEWMI parameter
value to NO. On the other hand, when monitoring systems that are operating on any other
flavor of Windows (say, Windows 2003/XP/2008/7/Vista/12), the USEWMI flag should always be
set to ‘Yes’.

STATELESS ALERTS - Typically, the eG manager generates email alerts only
when the state of a specific measurement changes. A state change typically
occurs only when the threshold of a measure is violated a configured number of
times within a specified time window. While this ensured that the eG manager
raised alarms only when the problem was severe enough, in some cases, it may
cause one/more problems to go unnoticed, just because they did not result in a
state change. For example, take the case of the EventLog test. When this test
captures an error event for the very first time, the eG manager will send out a
CRITICAL email alert with the details of the error event to configured recipients.
Now, the next time the test runs, if a different error event is captured, the eG
manager will keep the state of the measure as CRITICAL, but will not send out the
details of this error event to the user; thus, the second issue will remain hidden
from the user. To make sure that administrators do not miss/overlook critical
issues, the eG Enterprise monitoring solution provides the stateless alerting
capability. To enable this capability for this test, set the STATELESS ALERTS flag
to Yes. This will ensure that email alerts are generated for this test, regardless
of whether or not the state of the measures reported by this test changes.
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9.

10.

DD FREQUENCY - Refers to the frequency with which detailed
diagnosis measures are to be generated for this test. The default is 1:1. This
indicates that, by default, detailed measures will be generated every time this
test runs, and also every time the test detects a problem. You can modify this
frequency, if you so desire. Also, if you intend to disable the detailed diagnosis
capability for this test, you can do so by specifying none against DDFREQ.

DETAILED DIAGNOSIS - To make diagnosis more efficient and accurate, the eG
Enterprise suite embeds an optional detailed diagnostic capability. With this
capability, the eG agents can be configured to run detailed, more elaborate tests
as and when specific problems are detected. To enable the detailed diagnosis
capability of this test for a particular server, choose the On option. To disable
the capability, click on the Off option.

The option to selectively enabled/disable the detailed diagnosis capability will be
available only if the following conditions are fulfilled:

» The eG manager license should allow the detailed diagnosis capability

» Both the normal and abnormal frequencies configured for the detailed
diagnosis measures should not be 0.

Outputs of the
test

One set of results for server being monitored

Measurements
made by the
test

Measurement Measurgment Interpretation
Unit
Application errors: Number A very low value (zero) indicates that
This refers to the the .syst.em isin a health.y state and all
number of application applications are running smoothly
error events that were without any potential problems.
generated. An increasing trend or high value
indicates the existence of problems like
loss of functionality or data in one or
more applications.
Please check the Application Logs in the
Event Log Viewer for more details.
Appplication Number A change in the value of this measure
information may indicate infrequent but successful
messages: operations performed by one or more
This refers to the applications.
number of application Please check the Application Logs in the
information events Event Log Viewer for more details.
generated when the
test was last executed.
Application warnings: | Number A high value of this measure indicates
This refers to the appll|cat|on- proplems that may not have
. an immediate impact, but may cause
number of warnings .
future problems in one or more
that were generated applications
when the test was last PP '
executed. Please check the Application Logs in the
Event Log Viewer for more details.
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Application critical

errors:

Indicates the number of
critical events that were
generated when the
test was last executed.

Number

A critical event is one that an
application or a component cannot
automatically recover from.

This measure is applicable only for
Windows 2008/Windows Vista/Windows
7 systems.

A very low value (zero) indicates that
the system is in a healthy state and all
applications are running smoothly
without any potential problems.

An increasing trend or high value
indicates the existence of
fatal/irrepairable problems in one or
more applications.

The detailed diagnosis of this measure
describes all the critical application
events that were generated during the
last measurement period.

Please check the Application Logs in the
Event Log Viewer for more details.

Application verbose:

Indicates the number of
verbose events that
were generated when
the test was last
executed.

Number

Verbose logging provides more details
in the log entry, which will enable you
to troubleshoot issues better.

This measure is applicable only for
Windows 2008/Windows Vista/Windows
7 systems.

The detailed diagnosis of this measure
describes all the verbose events that
were generated during the last
measurement period.

Please check the Application Logs in the
Event Log Viewer for more details.

System errors:

This refers to the
number of system error
events generated
during the last
execution of the test.

Number

A very low value (zero) indicates that
the system is in healthy state and all
Windows services and low level drivers
are running without any potential
problems.

An increasing trend or a high value
indicates the existence of problems
such as loss of functionality or data in
one or more Windows services and low
level drivers.

Please check the System Logs in the
Event Log Viewer for more details.
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Indicates the number of
critical events that were
generated when the
test was last executed.

System information | Number A change in value of this measure may
messages: indicate infrequent but successful
This refers to the oper_atlo_ns performed by one or more
. applications.
number of service-
related and  driver- Please check the System Logs in the
related information Event Log Viewer for more details.
events that were
generated during the
test's last execution.
System warnings: Number A high value of this measure indicates
This refers to the _probler_ns tr_mat may not have an
. immediate impact, but may cause
number of  service- .
. future problems in one or more
related and  driver- . .
. Windows servers and low level drivers.
related warnings
generated in the during Please check the System Logs in the
the test's last Event Log Viewer for more details.
execution.
System critical | Number A critical event is one that a system
errors: cannot automatically recover from.

This measure is applicable only for
Windows 2008/Windows Vista/Windows
7 systems.

A very low value (zero) indicates that
the system is in a healthy state and is
running smoothly without any potential
problems.

An increasing trend or high value
indicates the existence of
fatal/irrepairable  problems in the
system.

The detailed diagnosis of this measure
describes all the critical system events
that were generated during the last
measurement period.

Please check the System Logs in the
Event Log Viewer for more details.
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System verbose: Number Verbose logging provides more details
in the log entry, which will enable you

Indicates the number of to troubleshoot issues better.

verbose events that

were generated when This measure is applicable only for
the test was last Windows 2008/Windows Vista/Windows
executed. 7 systems.

The detailed diagnosis of this measure
describes all the verbose events that
were generated during the last
measurement period.

Please check the System Logs in the
Event Log Viewer for more details.

Note:

The EVENTSRC specified should be exactly the same as that which appears in the Event Viewer
window.

Note:

>

vV V V VYV V

>

>

>
>
>

The STATELESS ALERTING capability is currently available for the following tests alone, by default:

EventLog test
ApplicationEventLog test
SystemEventLog test
ApplicationEvents test
SystemEvents test
SecuritylLog test

Account Management Events test

If need be, you can enable the stateless alerting capability for other tests. To achieve this, follow the
steps given below:

Login to the eG manager host.
Edit the eg_specs.ini file in the <EG_INSTALL_DIR>\manager\config directory.
Locate the test for which the Stateless Alarms flag has to be enabled.

Insert the entry, -statelessAlerts yes, into the test specification as depicted below:

EventLogTest: : ShostName: $portNo=$hostName, -auto, -host $hostName -port
SportNo -eventhost $hostIp -eventsrc all -excludedSrc none -useWmi yes -
statelessAlerts yes -ddFreq 1:1 -rptName S$hostName, 300

Finally, save the file.

If need be, you can change the status of the statelessAlerts flag by reconfiguring the test in
the eG administrative interface.

29




Monitoring Event Logs

>
>
>
>

In

Once the stateless alerting capability is enabled for a test (as discussed above), you will find that
everytime the test reports a problem, the eG manager does the following:

Closes the alarm that pre-exists for that problem;

Sends out a normal alert indicating the closure of the old problem;

Opens a new alarm and assigns a new alarm ID to it;

Sends out a fresh email alert to the configured users, intimating them of the new issue.

a redundant manager setup, the secondary manager automatically downloads the updated

eg_specs.ini file from the primary manager, and determines whether the stateless alerting capability
has been enabled for any of the tests reporting metrics to it. If so, everytime a threshold violation
is detected by such a test, the secondary manager will perform the tasks discussed above for the
problem reported by that test. Similarly, the primary manager will check whether the stateless
alert flag has been switched on for any of the tests reporting to it, and if so, will automatically
perform the above-mentioned tasks whenever those tests report a deviation from the norm.

Note:

>

>

Since alerts will be closed after every measurement period, alarm escalation will no longer
be relevant for tests that have statelessAlerts set to yes.

For tests with statelessAlerts set to yes, statelessAlerts will apply for all measurements of that
test (i.e., it will not be possible to only have one of the measurements with stateless alerts
and others without).

If statelessAlerts is set to yes for a test, an alarm will be opened during one measurement
period (if a threshold violation happens) and will be closed prior to the next measurement
period. This way, if a threshold violation happens in successive measurement periods,
there will be one alarm per measurement period. This will reflect in all the corresponding
places in the eG Enterprise system. For example, multiple alerts in successive
measurement periods will result in multiple trouble tickets being opened (one for each
measurement period). Likewise, the alarm history will also show alarms being opened
during a measurement period and closed during the next measurement period.
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Conclusion

This document has described in detail the monitoring paradigm used and the measurement
capabilities of the eG Enterprise suite of products with respect to Event Logs. For details of how to
administer and use the eG Enterprise suite of products, refer to the user manuals.

We will be adding new measurement capabilities into the future versions of the eG Enterprise suite. If
you can identify new capabilities that you would like us to incorporate in the eG Enterprise suite of
products, please contact support@eginnovations.com. We look forward to your support and
cooperation. Any feedback regarding this manual or any other aspects of the eG Enterprise suite can
be forwarded to feedback@eginnovations.com.
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